
THE USE OF ARIMA MODELS IN UNOBSERVED 

COMPONENTS ESTIMATION: 

AN APPLICATION TO SPANISH MONETARY CONTROL 

Agustín Maravall 

Banco de España. SerVicio de Estudios 

Documento de Trabajo n.o 8701 



El Banco de España al publicar esta serie pretende 
facilitar la difusión de estudios de interés que con­
tribuyan al mejor conocimiento de la economía española. 

Los análisis, opiniones y conclusiones de estas 
investigaciones representan las ideas de los autores, 
con las que no necesariamente coincide el Banco de 
España. 

ISBN: 84-505-5683-10 

Depósito legal: M. 15454 - 1987 

Imprenta del Banco de España 



-3-

Time series analysts (often "econometricians") working in 

institutions involved with economic pOlicy making or short-term economic 

analysis face two important professional demands: forecasting and 

unobserved components estimation (including seasonal adjustment) . 

Estimation of unobserved components is overwhelmingly done in practice 

by using "ad hoc" filters; the most popular example is estimation of the 

seasonally adjusted series with the Xll or X11 ARlMA programo 

Concerning forecasting, the decade of the seventies witnessed 

the proliferation of Autoregressive Integrated Moving Average (ARlMA) 

models (see Box and Jenkins, 1970), which seemed to capture well the 

evolution of many series. Since this evolution is related to the 

presence of trend, seasonal and noise variation, the possibility of 

using ARlMA models in the context of unobserved components was soon 

recognized. Since the early work of Grether and Nerlove (1970) on 

stationary series, several approaches have been suggested. 1 shall 

concentrate on one which is becoming, in my opinion, a powerful 

statistical tool in applied time series work (starting references are 

Cleveland and Tiao, 1976, and Box, Hillmer and Tiao, 1978; more recent 

references are Bell and Hillmer, 1984, and Marava1l and Pierce, 1987.) 

In the context of an application, related to the control of the Spanish 

money supply, 1 shall address the issues of mpdel specification, 

estimation of the components, diagnostic checking of the resul ts and 

inference drawing. 

l. MODEL SPECIFICATION 

Let an observed series, Zt' be the sum of several independent 

components, as in 

t. Z't ' 1 1 
(1.1) 
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Let the i-th component and the overall observed series follow the ARlMA 

processes: 

ljIi(B) ( . . 2 
a· t "'1l11d(O,c:1.» 

1 1 
(1. 2) 

and 

6(8)/<I>(B) , (1. 3) 

Although the approach can handle more general cases, 1 shall 

concentrate on the usual decomposition of a series Zt into trend 

(Pt)' seasonal (St) and irregular (ut ) components, as in 

(1.4) 

where the three components are independent. Often, the two components 

Pt and ut are considered jointly, so that Zt is decomposed as in 

(1.5) 

a 
where Zt=Pt+Ut is the seasonally adjusted series. Since u t 
may be such that erratic 'short-term movements render the seasonally 

adjusted series a poor indicator of the underlying evolution of the 

series, trend estimation has often been recornmended as an alternative or 

complement to seasonal adjustment. 1 consider, thus, separate estimation 

of Pt and u t . By comparing the properties of the estimators of Pt 
a and of Zt' sorne light will be shed on the relative virtues of using 

either of the two components. 

In practice, at institutions such as the Bank of Spain, many 

hundreds of series are routinely decomposed as in (1.4) or (1.5), and it 

is impossible to perform detailed univariate analysis of each series. 

There is, thus, a need for a standard model that approximates reasonably 

well a large number of series and hence that can be applied routinely. 
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Besides this practical reason, when dealing with a large collection of 

time series, there are also a priori theoretical reason for using sorne 

type of "common central model", perhaps letting just a few parameters 

differ across the series (see Sims, 1985). 

An obviuos candidate among ARlHA models is the Airline model of 

Box and Jenkins (1970), given by 

(1. 6) 

which has been found to approximate many series encountered in practice, 

characterized by the presence of trend and seasonal variation. The model 

(1.6) contains three parameters.Since 01=1 implies a deterministic 

trend and 6 =1 
12 

implies 

are related to 

components, respectively. 

a 

the 

The 

deterministic seasonal component, 

stability of the 

third parameter, 

trend 
2 

Cla , 

and seasonal 

provides a 

measure of the size of the one--period ahead forecast error. When 

-1<61<1 and 0<012<1, the model ac.cepts a decomposition as in 

(1.4) (see Hillmer and Tiao, 1982). 

The discussion will be clearer if we focus on a particular 

example. Consider the monetary aggregate targeted in Spanish monetary 

policy: the series of liquid assets in the hands of the -public (the sum 

of currency. deposits in banks and savings institutions, and other 

1iquid assets). Estimation of (1.6) for the log of the monthly series, 

using the period 1973-1985 

(SE=.069). and 

of the one-period-ahead forecast 

(T=156), yields E:\=-.1915 (SE=.080), 

Cl2=.138x10-4 (the standard error 
a 
is aproximately equal to .37 percent of 

the level of the series.) The residual autocorrelation function (ACF) is 

relatively clean, and for example the Box-Pierce-Ljung statistic for the 

first 24 autocorrelations is equal to 20.6, well below the critical 
2 

value x22 (.05)=33.9. 



-6-

The spectrum of the estimated model for is given in 

Figure 1, part a). It displays peaks for the frequencies w=O, 

associated with the 

the 1 to 6 times 

where S=l+B+ ... +B II , 

trend, and w=j~/6, j=l, ... , 

ayear seasonal frequencies. 

the peak for w=O is induced 

6, associated with 
. 2 

Writing VV12 =V S, 
2 

by the factor V , 

while the peaks for w=j~/6, j=1, ... ,6, are induced by the unit roots 

of S. Therefore, the models for the trend, seasonal and irregular 

components will be of the type 
2 

V Pt=~(B)bt' S St =13(B)c t 
and u white noise, where (1(B) and I3(B) are polynomials in B of 

t 
finite order. From (1.4) and (1.6), consistency with the overall model 

implies 

(1. 7) 

where 8(B) = (1-81 B)(1-812 B12 ). Since the l.h.s. of (2.4) is a moving 

average of order 13, we can set ~(B) to be of order 2 and 13(B) to be 

of order 11, so that the three terms in the r.h.s. are also of order 13. 

Therefore, the models for the components are of t.he type: 

white noise 

and for the seasonally adjusted series, 
a 

implies that Zt is an lMA(2,2) model, say 

and can be obtained 

(1.8a) 

(1.8b) 

(1.8c) 

the identity 

(1. 8d) 

from the models for 

Equating the variance and autocovariances of the l.h.s. and 

r.h.s. of (1.7), a system of 14 equations is obtained. These equations 
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express the relationship between the parameters of the overall model and 

the unlcnown parameters in the components models. Since the number of 
2 2 2 

the latter is 16 (al' a 2 , ~1""'~11' 0b' oc' and 0u)' there is an 

infinite number of structures of the type (1.8) that are compatible with 

the same model (1.6). The identification problem is similar to the one 

that appears in standard econometric models. The model for the observed 

series is the reduced fot~, while the models for the components 

represent the associated structural fot~. For a particular reduced form, 

there are an infinite number of structures from which it can be 

generated. In order to select one, additional information has to be 

incorporated. The traditional approach in econometrics has been to set a 

priori some parameters in the structural model equal to' zero, 

rationalized as reflecting a priori economic theory information. In the 

case of our unobserved-components model, such a priori information is 

not available. We follow instead an alternative approach, originally 

suggested by Box, Hillmer and Tiao (1978) and Pierce (1978). The 

additional information will be the requirement that separable white 

noise should not be a part of either the trend or the seasonal 

component, and should go to the irregular. The variance of the irregular 

is thus maximized and the resulting decomposition has been termed 

"canonical" by Hillmer and Tiao (1982). These two authors and 8urman 

(1980) have developed methods for estimating the canonical components. 

For the case of the Airline model, both methods imply. the s ame 

decomposition. 

Without los s of 

be expressed then in units 

generality, 

of 0 2 • For 
a 

obtained for the components are: 

(1+.039 B-.961 82 ) b t 

(1+B)(1-.961 B) b t 

2 
(1-.779 B-.175 B ) dt 

2 
let ° =1. All variances will a 

61=-.1915, 612=.6228, the models 

(1.9a) 

= (1+.182 8)(1-.961 B) dt (1. 9b) 



and 

s St 
234 

(1+2.019 B+2.487 B +2.619 B +2.481 B + 

+ 2.182 B5+1.800 B6+1.365 B7+.972 B8+ 
9 10 11 

+ .568 B +.310 B -.032 B ) c t 

Futhet~ore the innovation variances are given by 

. 234 
2 

es 
c 

.053 
2 

es 
u 

.108 
2 

.?d .670 . 

(1.9c) 

(1.10) 

Thus, for example, the irregular component variance is approximately 10% 

of the one-step-ahead forecast error variance and hence the random 

character of the trend and seasonal components contributes heavily to 

the error in forecasting the overall series Zt. 

The spectra of lhe components, St and u t are 

that of Pt plus a displayed in Figure l. (The 
2 

constant.) The ACF of V Pt' 

Hne in Figure 2. Looking at 

spectrum of 

and SSt are given by the 

the factorization of a;(B) in 

continuous 

(1.9a), the 

root (l+B) induces the zero in the spectrum for w=~. The second 

root, (1-.961 B»)is close to (l-B) and hence nearly cancels out with one 

of the V's in the r.h.s. of (1.9a). Therefore, the model for the trend 

can be rewriten as 

(l+B) bt + 6 , 

where 6 is a slowly changing parameter. Similarly, the seasonally 

adjusted series follows the model 

v z: = (1+.182 B) dt + 6' , 

close to that of a random walk with a slowly changing drift. The model 

for the seasonal component is a relatively compHcated expression. The 
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ze1'o in the spectrum is attained al the frequency W=. 9l751f, between 

the 5 and the 6 times ayear frequencies; the stationary component Ss t 

displays a slowly decaying ACP. 

Although the model fol:' the lrend depends on 3 pa1'ameters, lhe 

model for the seasonal component on 12, ano the model for the irregular 

on 1, all those parameters are simply functions of 61 and 612 , 

It can be seen that different values of and 6 12 ha ve very 

little effect on the oo-paramelers of the trend component model, and a 

mode1'ate effect on the [3-pa1'ameters of the model for the seasonal 

component. Different values of 61 and "\2' however have a strong 

effect. on the variance of Lhe component. model innovations: more stable 

trends (i. e. larger values of 6 1 ) yield smaller values of 

and more slable seasonal componenls ti.e., larger va1ues of 

yield smaller values of 
2 

oc' Therefore, in lerms of lhe stl'uctural 

parameters, different reduced form parameters (6 
1 

and 

tt'anslate mostly int.o differences in the variances of the component 

Hlodel innovations t leaving the rest oE the stn..lcture relatively 

unchanged. In general, the more random a component i5, the larger will 

be its innovation variance. 

2. ESTIMATlON OP l'HE COMPONEN'l'S 

2.1 Minimum Mean, Squared Error Estimators 

Back to the equations (1.2) and (1.3), when the information 

consists of 

mínimum mean 

given by 

a complet.e realization of Zt' 

squared error (MMSI!:) estimator of 

k, 
1. 

\ji, (B) Ij/, (F) 
1 1. 

Ij/(B) I\I(F) 

denoted by [Zt)' 

the component z, 
1.t 

the 

is 

(2.1 ) 



- 10-

where 
2 2 -1 

k.=cJ,lo and F=B Unde!" our assumptions, this 
1 1 a 

expression also yields the conditional me.an E(z. I[z ]), 
1t t 

The 

derivation of (2.1) for the stationary case can be found in Whl.ttle 

(1962), and the extension to nonstationary series in Cleveland and Tiao 

(1976) and Bell, (1984). 

For lhe Airline model (1.6) and components models of the type 

(1.8), writing for notational simplicity: 

8 (1-81 B)(1-812 
B12) 

!lO 1-0.1 B-Cl'.2 
2 

B 

!3 1-13 B- ... -13 11 
11 

B 
1. 

A. 1-'11.1 8--/" 2 
2 

B 

and letting a bar denote the sama polynomial with B replaeed by F, the 

filter v.(B,F) in (2.1) becomes 
1 

a.a SS 

e e 

for the trend component, and 

k 
c e e 

(2.2a) 

(2.2b) 

for the seasonal component. In the example we are analysing, from (1.9) 

and (1.10) lhe two filters are easily obtained. They are centered and 

symmetric, and invertibility of the overall model quarantees its 

convergence. The two filters are displayed in Figure 3. 

The estimator of the irregular component is obtained as the 

residual, after the trend and seasonal component estimators ha ve been 

removed. Hence 
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t t t 

-11-

[I-u (B,F)-u (B,F)]z , 
P S t 

which eventually yields: 

Therefore, 

k 
u 

'J 'J 'V 'J 
12 12 

e e 

estimated as the residual is the 

(2.3) 

(2.4) 

same as what would 

result ft'om direct estimation using (2 .1). More generally, it is 

irrelevan t which two of the three components on the r, h. s. of (1.4) are 

estimated directly, leaving the third as the residual. 

Returning to the Spanish Money Supply, estimates of the 

components were computed with a program developed by Burman and are 

displayed in li'igure 4. (Notice that, once the spec.tra of the compone.nts 

are known, the aulocovariance func liona are eas ily derivad, and nothing 

more is needed to fine lhe filter>: \) ana \i. In particular, 
p El 

estimation of the components does nol require the derivation of their 

ARlMA expressions.) 

2.2 The Models for the Estimators 

Having derived expressions for the component models and for 

their MMSE estimators, by comparing the two it is seen that, as noticed 

by Grether and Nerlove (1970). the model for a component is different 

from the model for its estimator. It is of interest to look at the 

differences between the two. 

An easy way to derive the theoretical model for the estlmator 
A 

1s the following: Setting Zt $(B) a t in (2.1), the estimator Zit can 

be expressed as a function of the innovations 

series. After simplifying, it ls obtalned that 

[a' tI in the observed 
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1jI. (B) TI. (F) a t ' 
1. 1. 

(2.5) 

k. [1jI. (F)!IjI(F) }a t 1. 1. 
(2.6) 

Comparing (1. 2) and (2.5) f the ACF and the spectrum of the component 

will differ from those of the estimator because of the presence of 

TI.O.") in (2.5), a filter in F which is always convergent. It is 
1. 

worth noticing that the component and the estimator require the same 

_stationari ty tr-ansf ormation and that es tima tion preserves the canonica 1 

property of a component. 

For the case of the Air-line model, the expressions for the 

seasonal and tr-end estimators become 

·l .... Pt a(S) Tl p (In a t (2.7a) 

" SSt /3(8) n on a t s 
(2.7b) 

where 

- -2 
a S 13 V 

TI (F') kb Tl s (F) k 
p e c e 

(2.8) 

1"or the irregular component estimator-

/' 
u TI (F' ) a 

t u t 
(2.9) 

wher-e 

Tlu(F) k ~1. , 
u e 

(2.10) 
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estimator 

A 
u 
"t 
u 

t 
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follows the "inverse" process of the observed series. The 

is a linear function of 

although autocorrelated, at any Lime t, 

innovations a t +j , j?O, so that 

its forecast will be zero. The 

estimator is seen to be stationary, with finite variance; this 

variance is always smaller than that of the theoretical u t 

From expressions (2.7) to (2.10), ACFs and spectra of the 

theoretical estimators can be easily computed. For the example of the 

monetary aggregate series they are displayed in Figures 2 and 5, where 

they are compared to those of the theoretical components. Looking at the 

AC~'s, it is seen that, for·· the seasonally adjusted series, HMSE 

estimation leaves practically unchanged the low order autocorrelations, 

while it induces sorne negative autocorrelation at lag 12. In the case of 

the trend, estimation lowers the value of and induces sorne 

negativü autocorrelation at lag 12. For the seasonal component, the slow 

decay of the component AC~' is replaced by a cycla of period 12 1'01' the 

[tel" of lhe estimator. In the case of lhe irregular component, the two 

ACl"s diE f eY.' markec11y, with lhe eslimalor displaying negativa 

autocorrelation at both low·-orde.r and seasonal lag s , I"inally, the 

negative autocorrelations at lag 12 induced in the seasonally adjusted 

series, trend, and irregular components are seen to be a11 equal to -.19. 

The spectra of the estimators display additiona1 zeroes that 

are implied by the unit roots in the denominators of the fl i filters. 

denote the spectra of the trend. 
1\ 

Let g (w), 
p 

seasonal and 
A 
g (w) 

p 
and 

A l' 
g (w) and g (w) 

s u 
irregular component estimators, respectively. The zeroes in 

A 
g (w) 

U 
for the seasonal frequencies reflect the fact 

that, for these frequencies. the ratio of the variance of the trend and 

of the irregular component to that of the seasonal component is zero. 

Therefore, these frequencies will be ignored when estimating the trend or 
J'. A 

the irregular component. Similarly, the zero in gs(w) and gu(w) 

for w=O i8 explained by the fact that, for w=O, the ratio of the 

variance of iha seasonal or the irregular to that cf the trend is zero. 
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In relative terms, the difference between the two spectra is 

particularly noticeable for the case of the irregular component 

estimator, which is far from white ooisc. Its upward shape reflects the 

predominance of the trend component variance as the frequency becomes 

lower. 

In all cases, the spect n of the estimator lies be1.ow the 

spectrum of the component. Accordingly, the Ifariance of the (stationary 

transformation of the) estimator is smaller than that oE the component, 

as seen in Table l. Since the sum of the three components is equal to 

the sum of the three estimators, the difference in the sum of tile 

Ifariances reflects cOlfariances among tile estimators. While tile 

theoretical components are uncorrelated, the estimators 

S~ and 
t 

A 
u t ' in view of (2.7) and (2.9), will be correlated in 

general. These correlations can easily be computed and they are also 

displayed in Table l. Although nonzero, the correlations between the 

estimators are nevertheless sma!l. 

3. DIAGNOSIS AND INFERENCE 

3.1 Diagnosis 

An important virtue of a model-based approach to unobserved 

component estimation is that it provides the grounds for diagnostic 

checks by comparing theoretical models wi th the obtained estima tes. As 

we have seen, the theoretical model to use in the comparison should be 

that of the estimator, which can be quite different from that of the 

theoretical component. 

Figure 6 exhibits the ACF of the stationary transformations of 

the theoretical estimators, derived from (2.7) and (2.9), and compares 

them with the empirical AC¡" of the component estimates for the monetary 
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aggregate series. For the seasonally adjusted series and the trend and 

irregular components, the empirical and theoretical ACJ.i·S are in close 

agreement. In the case of the seasonal component, the shapes are also 

similar, although the empirical ACF dies off faster that the theoretical 

one. 

In order for the comparison of the two ACF to be meaningful, we 

need to have an idea of how close we can expect to get to the theoretical 

autocorrelations in a particular realization. To auswer that question, 

three hundred independent series were generated with the Airline model 

with and Each series consisted of 156 

observations. The trend, seasonal and irregular components were 

estimated and the variance and ACF were computed for their stationary 

transforrnations. As shall be discussed in Section 3.2, the series of 

estimates obtained are contaminated at both ends by the replacement of 

starting aud future observations by expectations. lt was found, however, 

that the results changed very little when years were removed fL'om both 

ends of the series, and the results reported are for the complete series 

of estimates. 

The biases were found to be small, practically nonexistent for 

PI and for the variance, and slowly increasing for Pk " as k gets 

larger. Table 2 reports the results for the estimators of PI' 

PI2 and the standard deviation (o) of the stationary 

transforrnation of the component estimators. Table 2 displays also their 

theoretical values and the empirical estimates obtained for the monetary 

aggregate series. The comparison between the last two rows in a), b) and 

c) of Table 3 provides an overall check of the validity of the 

decomposition obtained. Considering the sirnulation results, the 

estimates obtained for the seasonally adjusted series, trend aud 

irregular components 

estimators. For the 

are comfortably in agreement with the theoretical 
1\ /to 

seasonal component, however, both PI2 and o 

are borderline acceptable. 
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A similar simulation was carried out for a series half the 

length of the one considered in our example. The estimators had small 

biases and were reasonably precise. Comparison of the theoretical and 

empirical second moments of the stationary component estimators seems to 

provide a convenient, easy to compute, check on the results. In the 

example we are considering, the check leads to (nonenthusiastic) 

acceptance of the results. 

3.2. Inferences 

An important issue of applied concern (see for example, Bach et 

al., 1976, and Moore et al, 1981) is the error incurred in estimating 

the components. In the examp1e we are considering of the spanish 

monetary aggregate, since targets are set for the seasonally adjusted 

series, in order to jUdge whether targets are being met 01' not it is 

important to know how accurately the seasonally adjusted series can be 

measured. Furthermore, the measurement error in the adjusted series 

should imply a range of tolerance for future targets. The model-based 

approach offers a convenient framework to address the issue (see, for 

example, Pierce, 1979 and 1980, Hillmer, 1985, and Burridge and Wallis, 

1985) . 

There are several types of errors involved in the estimation of 

the components. Consider the estimator ~it given by (2.1). This is the 

final estimator of z. , obtainable when a complete realization of z 
1t t 

is available. The error 

(3.1) 

will be called the "final estimation error". The second type of error is 

re1ated to the distortion induced at both ends of the component 

estimator series by the fact that, starting and future values of the 

series are unknown. Direct inspection of the filters v and v 
p s 

in Figure 3 shows that the weight assigned to the observation zT in 
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the estimation of a component, St or Pt' is negligible when T and t 

are separated by more than f ive years (this is also evident from the 

results in Hillmer, 1985,) Considering the series length, the unknown 

starting values will only affect the early, distant years, We focus on 

the error induced by the lack of future observations, which shall be 

termed "revision error", As shown in Pierce (1980), the final estimation 

and the revision error s are independent of each other, therefore 1 shall 

analyze the two separately, 

a) Final Estimation Error 

I:"or notational simplicity, consider estimation of the first 

component, Equation (1.1) can be rewriten as 

""heTe Z 1:'-'22" Since all components follow ARIMA models, 
lt Jo; "jt' 

Z wil1 also be an ARlMA and its express ion will be of the type 
lt 

where is 

product of the 

* 

white noise 

AR polynomials 

with 

of the 

2 "1< 
variance (j 

g' <\l1 
components included in 

is the 

Z and 
1t 

el is a moving average that can be obtained from the models for 

the components. Then it can be seen that (3.1) simplifies into 

(3.2) 

2 222 
where c t is ""hite noise, with o 0 1 e /e (see Pierce, 1979). Notice 

C g a 
that the final estimation error for all components is an ARMA process, 

with the autoregressive polynomial always the same and equal to the 

moving average polynomial of the model for the observed series. since 

this model is invertible, the error wil1 always be stationary. 
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J.i'or the Airline model and the three component decomposition 

(1.4), since it has to be that ti &it 0, we need to consider 

only two out of the three components' final estimation errors. 

According to of (3.2), the model for the final estimation error 

in the seasonally adjusted series can be expressed as 

6 & 
at 

Therefore & follows a stationary ARMA (13, 13) mode1 with 
at 12 

autoregressive polynomial (l-61B)(l-612B ); its:ACF is displayed in the 

first column of Table 3, part a, 

To obtain the model for the trend final estimation error, we 

need the HA polynomial 
';1( 

6 in the 

by Zt =St +u t ' 

covariance 

which can 

equations 

follows then the model 

';1( 

o. 6 

be obtained 

associated 
';1( 

with 6 

ARIMA representation of 

sOlving the system of 

From (3.2), &pt 

again a stationary ARMA (13,13) model. The ACF of &pt is displayed 

in the fist column, part b, of Table 3 and is remarkably close to that 

of &at' These ACF's will be needed when computing the estimation 

error for alternative measures of the rate of change of a component. 

Table 4 shows the variances of the final esti.mation error of 

the tl.'end and of the seasonally adjusted series. They are similar and, 

in both cases, the standard deviation of the error is close to one half 

of the standard deviation of the one-period-ahead forecast error of the 

overall series. In our example, the error in the final estimator of the 

seasonally adjusted series is of considerable size; no improvement 

however in precision can be expected fl.'om using, alternatively, the 

tl.'end, 
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b) Revision Error 

A, 

When estimating a component, in order to obtain by means 

of (2.1), a complete cealization [z J 
t. 

is nee.ded. From (2.2), the 

f i 1 t.er \) in cO!1vergent in J3 and in F. llenee i t ean be truncated. 

8tHl, at time T, when the last observation availab1e 1S Z1" 

elose enough to l' requires unknown future estimation of 

obse.t"vations, 

estimator' can 

Z1' ... , 

of 

21" 

'iJ1.th 

z 
it 

tor' t 

As shown by 

be obtained 
A. A 
zT(l) , z1'(2) 

Cleveland ana Tiao (1976), a preliminary 

by applying 

where 

(2.1.) to t he extended 

" z (;' denotes the '1' ~ J 

series.: 

forecast 

origin T. Accordingly, the pr'eliminaqt estimatoe will be 

subject to re\:isions since, as new observations becoroe available, 

foreeasts will be updated and eventually replaced with observations. The 

difference between the preliminary and f lna1 estimator represents a 

measurement error in the fon:ner and ¡.rill be called the revislon ereot'. 

Consider flt~st ( t.olleurrent) €:stimation oí z. at 
J.t 

t-ime t., tJH: 

eaSfó of r.1OLit app 1 180 int.orest.. The r~)vision in Lhe CGncurrent est imatot', 
1<,0 

zi1:.' 1S 

where t!. (j) 
t 

(1.3), 

L~ v. (Zt '-~t(j» 
J=l J +J 

denotes the j-th period-·ahead 

00 

1:. 1 'V, e t (5) 
J'" J 

(3.3) 

foreeast error of From 

ana henee expression (3.3) can be. rewriten as a moving average oE future 

innovat.ions a t +2 ,·· . However, a mor'e direct way of obtaining 

thi8 moving average representation is through the model derived for the 

estimators given by (2.5). Let (eB,F) '" $i(J3) ni (F). 1'hen 

00 

};. t;., a t . 
J =_co 1.J +J 

(3.4) 
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since E a .=a ,for j>O, and E a =0 for j>O, it follows that 
t t-J t-} - t t+j 

and sUbstracting (3.5) from (3.4), the revision is equal to 

O) 
1:. 1 ". a t +J· J= 1.J 'i(F) a t +1 

(3.5) 

(3.6) 

From express ion (3.6) it is possible to derive properties of the 

revisions (see Maravall, 1986). 

In a similar way, (3-.4) can be used to derive the revision- in 

any preliminary estimator. If denotes the estimator of 

obtained at time t+n (nl0), then 

n 
1:. ". a t +J. . J=-O) 1.J 

and the revision in the preliminary estimator becomes 

ro 

Ij=n+1 'ij a t +j . (3.7) 

Given that the filter '.(B,Io') is convergent in lo', the 
1. 

revision is a stationary process. Notice that (3.7) implies that the 

change in the revision when the estimation period moves from T to T+n is 

a moving average of order (n-1) (see Pierce, 1980), and that updating an 

estimator when a new observation becomes available is equivalent to 

adding the last innovation multiplied by the corresponding '.-weight. 
1. 

In the case of the Airline model, from (2.7), 

o.(B) n (F) I3(B) n (F) 
, (B,F') l! 's(B,F) 

s (3.8) 
p r/ S 

where n (F) and n (F) 
p s 

are given in (2.8). For the particular 

example we are considering, Table 5 displays the variance of the 
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revision in the concurrent estimator and of the revision after one, two, 

three, four and five years of additional data have become available. lt 

is seen that, after five years, the revision in the trend and in the 

seasonally adjusted series are negligible, so that the filter can be 

truncated safely. (In fact, more thao 95~ of the variance of the 

revision io the concurrent estimator of both components is explained by 

the first three years.) 

Looking at Table 4, the revision error in the concurrent 

estimator of the trend is seen to be slightly larger than the revision 

io the concurrent estimator of the seasonal. For both components, the 

variance of the final estimation error is slightly smaller than that of 

the revision error. Approximately, the two types of errar in the 

estimators of the two components are all in the same order of magnitude: 

the standard deviation of the error is close to 50~ of the standard 

deviation of the innovations in the observed series. 

One implication of the previous results is the following. In 

connection with the cooduct of short term monetary policy, Haravall and 

Pierce (1986) recently concluded ..... why so much emphasis on seasonal 

adjustment? Perhaps attention should shift to estimation of a smoother 

signalless affected by revisions (possibly some type of trend)." For 

the case of the Spanish monetary aggregate the trend certainly provides 

a smoother signal, but it is not sUbject to smaller revisions, nor is it 

estimated with more precision. The trend estimator, in fact, performs 

slightly worse 00 both accounts. 

Finally, seasonal adjustmeot of the spanish monetary aggregate 

series has been done traditionally once ayear instead of concurrently. 

This implies the use of the concurrent seasooal estimator for January 

and the projected seasonal components for the next 11 months. The 

variances of the revision error in the projected components are reported 

in Table 6. There is some gain from using concurrent adjustment: 

averaging over the year, the improvement represents roughly a 15~ 

reduction in the variance of the total estimation error. 
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4. A FINAL REHARK: CONFIDENCE INTERVALS AND RATES OF GROWTH 

I have analysed the additive decomposition of the log of the 

series. The seasonal component obtained in this way is the log of the 

seasonal factor, used in practice. Table 7 displays the confidence 

intervals (C.l.), at the 95% and 67% levels, for a seasonal factor 

estimated as 100. It is seen that the width of the 95% C.l. for the 

concurrent estimator represents .9% of the level of the series; for the 

67% C.I. around the final estimator, the interval shortens to .32%. 

Since targets are set for the rates of growth and not for the 

levels, it is of interest to see the effect of measurement error on "the 

rates. The rate most widely used is the monthly rate of growth of the 

monthly series (annualized and expressed in percentage points); this 

rate is denoted Tl1. Linearizing T11 and using Tables 3 and 4, the 

variances of the different measurement errors can be easily computed and 

Table 9 presents the 95% C.I. for the concurrent and final estimator of 

the rate Tll for the seasonally adjusted series and for the trend. 

Roughly, the interval associated with the concurrent estimator is in the 

order of ±5 percentage points, which narrows to ±3 points when the final 

estimator becomes available. If, for example, the Tl1 measured for the 

last month is 12%, the associated error implies that this measurement 

could be compatible with a true underlying growth between 7% and 17%, 

approximately. In other words, if the target for the present month 

growth is 12%, a measured growth between 7% and 17% could be taken as 

acceptable. The width of these intervals is unquestionably larger than 

the tolerance ranges typically used in practice. Obviously, lowering the 

confidence level decreases the width of the interval: for example, the 

67% C.I.'s would be approximately one half of those reported in Table 8. 

since the rate T11 of either the seasonally adjusted series or 

the trend is subject to large measurement errors, there is interest in 

attenuating its unreliability. One way to do it is to average 

consecutive Tll measures. For the seasonally adjusted series, Figure 7 
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ShO.:5 t-he number of months needed LO conclude that lhe target lS nol 

being met, as a function 01' the average deviation ¡,dth respect t.o the 

targe.t. Thus, for example, if the average deviation is with a 67'1. 

confidence, it should have occurred over a perlod of al least two months 

in order to conclude that growth lS being significantly differenl ft'om 

the targeled one. At lhe 95% level, at least. five months would be needed. 

Alternatively, rates different from Tll are also used. Df 

these, lhe most important one is the monthly rate of growth of a three 

month moving average, annualized and expressed in percentage poinls. 

This rate i5 denotad T31 and, again, linearizing the rate and using 

Tables 3 and 4, it ispossible to eslimate the associated measure.ment 

BtTOrs. Table 9 exhibits the 95% C.I. for the estimators of the T31 rate 

of the seasonally adjusted serie.s and of lhe trend. The width of these 

intervals represents between 55% and 60% of lhe width of tile intervals 

for lhe TII rateo 

l"inally, 1 nave emphasized the problenls t.hat estimation eerors 

cause to the conduct of monet.ary policy. In t.erms of historical series, 

it is worth noticing that the standard deviation of the error in the 

final estimator of either component (seasonally adjusted series or 

trend). available with a 5-year delay, represents (approximately) an 

annual growth of one percent, a small, yet not negligible, amount. 
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:rabIe 1 

standard Deviation of Components 

2 a 2 
V Zt 'V Pt S St u t 

Theoretical 

Component 1.05 .67 1.38 .33 

Theoretical 

Estimator .94 .48 .34 .19 

Corr 
21\. 

(V Pt , 
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SSt) -.11 
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Component Homents: simulatíon 

a) Lag-1 autocorrelation (PI) 

b) 

e) 

Simulation 
(Standard Error) 

Theoretícal 
Estímator 

Estímate 

Lag-12 autocorrelatíon 

Simulation 
(Standard Error) 

Theoretícal 
Estímator 

Estímate 

Standard Deviation 

Simulation 
(Standard Error) 

Theoretícal 
Estímator 

Estímate 

-.39 
( .07) 

-.40 

-.44 

(P12) 

2 Aa 
'i/ Zt 

-.22 
( .08) 

-.19 

-.19 

,,/ Aa 
Zt 
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( .04) 

.94 
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.18 
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.18 

.21 
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2", 
Pt 

-.22 
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-.19 
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.44 

.84 
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.83 

.81 
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.33 
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.34 
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Table 2 

- .59 
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ACF of Estimation Errors 

a) Seasonally Adjusted Series 

Final Estimation Error 

.67 

.28 
-.03 
-.25 
-.39 
-.45 
-.43 
-.34 
-.17 

.06 

.36 

.63 

b) Trend 

Final Estimation Error 

.68 

.24 
-.01 
-.20 
-.32 
-.37 
-.35 
-.27 
-.13 

.07 

.30 

.43 

Table 3 

Revision Error 

.67 

.32 

.03 
-.20 
-.35 
-.43 
- .44 
-.37 
-.22 

.01 

.33 

.63 

--"---

Revision Error 

.61 

.35 

.07 
- .13 
-.28 
-.36 
-.38 
-.34 
-.22 

.04 

.24 

.47 



Trend 

Seasonally 

Adjusted Series 
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Variance of the Estimation Errors 

Revision 

Error 

.231 

.197 

Error in 

Final 

Estimator 

.217 

.184 

Table 4 .-----

Total 

Estimation 

Error 

.448 

.381 
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Table ~ 

Variance of Revision Error 

o 12 24 36 48 60 
rt rt rt rt rt rt 

Revision in 
Trend .231 .061 .024 .009 .004 .001 

Revision in 
Seasonally 

Adjusted Series .197 .077 .033 .012 .005 .002 
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Variance of Revision Error: 

Seasonally Adjusted Series 

Revision in 
Forecasted 
Component 

Concurrent 

1 month ahead 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

Table 6 

Variance 

.197 

.215 

.246 

.265 

.274 

.278 

.279 

.279 

.282 

.289 

.305 

.331 
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Confidence Intervals around 

a seasona1 factor of 100 

Concut'rent 

Estimator 

Table 

Final 

Estimator 

_._----_._._------

99.54 , 100.46 99.68 , 100.32 

99.78 , 100.23 99.84 , 100.16 

-----------_._-_. __ ._-----_.-
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T~end 
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Confidence lnte~val fo~ 

the monthly ~ate of g~owth 

of the monthly series 

(95% confidence level) 

Concurrent 

Estimator 

±4.45 

±S.02 

Final 

Estimator 

±3.09 

±3.31 



Seasonally 
Adjusted 
Series 

Trend 
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Confidence lnterval for 

the monthly rate of growth of 

a three~month moving average 

(95% confidence level) 

Concurrent 

Estimator 

±2.58 

+2.16 

Table 9 

¡,'inal 

Estimator 

+1.82 

±1.96 

._----------
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Figure 3 
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Figure 5 
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Figure 1 

AVERAGE DEVIATION IN MONTHLV RATE OF GROWTH 

Number of 

months 

12 

10 

8 

6 

4 

2 

\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 

--------},----.., 95 % CONFIDENCE LEVEL 

\ 
\ 

\ , , 

" --- -- - ---- ------, ., 
: " 
I " ¡ ...... 

67%CONFIDENCE: LEVEL , o ~ ________ ~ ____ -L ____ ~ ________ ~ __________ -L~ 

2 3 4 

12 

10 

8 

6 

4 

2 

O Average 
deviation 



DOCUMENTOS DE TRABAJO: 

7807 Vicente Po veda y Ricardo Sanz: Análisis de regresión: aigunas consideraciones útiles para 
el trabajo empírico (*). 

7802 Julio Rodríguez López: El PIB trimestral de España, 1958-1975. Avance de cifras y comen­
tarios (*). (Publicadas nuevas versiones en Documentos de Trabajo núms. 8211 y 8301). 

7803 Antoni Espasa: El paro registrado no agrícola 1964-1976: un ejercicio de análisis estadís­
tico univariante de series económicas (*). (Publicado en Estudios Económicos n.o 15). 

7804 Pedro Martínez Méndez y Raimundo Poveda Anadón: Propuestas para una reforma del 
sistema financiero. 

7805 Gonzalo Gil: Política monetaria y sistema financiero. Respuestas al cuestionario de la CEE 
sobre el sistema financiero español (*). Reeditado con el número 8001. 

7806 Ricardo Sanz: Modelización del índice de producción industrial y su relación con el 
consumo de energía eléctrica. 

7807 Luis Angel Rojo y Gonzalo Gil: España y la CEE. Aspectos monetarios y financieros (*). 
7901 Antoni Espasa: Modelos ARIMA univariantes, con análisis de intervención para las series 

de agregados monetarios (saldos medios mensuales) M3 y M2. 
7902 Ricardo Sanz: Comportamiento del público ante el efectivo (*). 
7903 Nicolás Sánchez-Albornoz: Los precios del vino en España, 1861-1890. Volumen 1: Crítica 

de la fuente. 
7904 Nicolás Sánchez-Albornoz: Los precios del vino en España, 1861-1890. Volumen 11: Series 

provinciales. 
7905 Antoni Espasa: Un modelo diario para la serie de depósitos en la Banca: primeros resulta-

dos y estimación de los efectos de las huelgas de febrero de 1979. 
7906 Agustín Maravall: Sobre la identificación de series temporales multivaríantes. 
7907 Pedro Martínez Méndez: Los tipos de interés del Mercado Interbancario. 
7908 Traducción de E. Giménez-Arnau: Board of Governors of the Federal Reserve System­

Regulations AA-D-K-L-N-Q-Q (*). 
7909 Agustín Maravall: Effects of alternative seasonal adjustment procedures on monetary 

policy. 
8001 Gonzalo Gil: Política monetaria y sistema financiero. Respuestas al cuestionario de la CEE 

sobre el sistema financiero español (*). 
8002 Traducción de E. Giménez-Arnau: Empresas propietarias del Banco. Bank Holding Com­

pany Act-Regulation «VI) (*). 
8003 David A. Pierce, Darrel W. Parke, and William P. Cleveland, Federal Reserve Board and 

Agustín Maravall, Bank of Spain: Uncertainty in the rnonetary aggregates: Sources, 
measurement and policy effects. 

8004 Gonzalo Gil: Sistema financiero español (*). (Publicada una versión actualizada en Estu­
dios Económicos n.o 29). 

8005 Pedro Martínez Méndez: Monetary control by control of the monetary base: The Spanish 
experience (la versión al español se ha publicado como Estudio Económico n.o 20). 

810 1 Agustín Maravall, Bank of Spain and David A. Pierce, Federal Reserve Board: Errors in 
preliminary money stock data and monetary aggregate targeting. 

8102 Antoni Espasa: La estimación de los componentes tendencial y cíclico de los indicadores 
económicos. 

8103 Agustín Maravall: Factores estacionales de los componentes de M3. Proyecciones para 
1981 y revisiones, 1977-1980. 

8104 Servicio de Estudios: Normas relativas a las operaciones bancarias internacionales en 
España. 

8705 Antoni Espasa: Comentarios a la modelización univariante de un conjunto de series de la 
economía española. 

8201 Antoni Espasa: El comportamiento de series económicas: Movimientos atípicos y relacio­
nes a corto y largo plazo. 

8202 Pedro Martínez Méndez e Ignacio Garrido: Rendimientos y costes financieros en el Mer­
cado Bursátil de Letras. 



8203 José Manuel Olarra y Pedro Martínez Méndez: La Deuda Pública y la Ley General Presu­
puestaria. 

8204 Agustín Maravall: On the political economy of seasonal adjustment and the use of univa­
riate time-series methods. 

8205 Agustín Maravall: An application of nonlinear time series forecasting. 
8206 Ricardo Sanz: Evaluación del impacto inflacionista de las alzas salariales sobre la econo­

mía española en base a las tablas input-output. 
8207 Ricardo Sanz y Julio Segura: Requerimientos energéticos y efectos del alza del precio del 

petróleo en la economía española. 
8208 Ricardo Sanz: Elasticidades de los precios españoles ante alzas de diferentes inputs. 
8209 Juan José Dolado: Equivalencia de los tests del multiplicador de Lagrange y F de exclusión 

de parámetros en el caso de contrastación de perturbaciones heterocedásticas. 
8210 Ricardo Sanz: Desagregación temporal de series económicas (*). 
8211 Julio Rodríguez y Ricardo Sanz: Trimestralización del producto interior bruto por ramas de 

actividad. (Véase Documento de Trabajo n.o 8301). 
8212 Servicio de Estudios. Estadística: Mercado de valores: Administraciones Públicas. Series 

históricas (1962-1981). 
8213 Antoni Espasa: Una estimación de los cambios en la tendencia del PIB no agrícola, 1964-

1981. 
8214 Antoni Espasa: Problemas y enfoques en la predicción de los tipos de interés. 
8215 Juan José Dolado: Modelización de la demanda de efectivo en España (1967-1980). 
8216 Juan José Dolado: Contrastación de hipótesis no anidadas en el caso de la demanda de 

dinero en España. 
8301 Ricardo Sanz: Trimestralización del PIB por ramas de actividad series revisadas 
8302 Cuestionario OCDE. Servicio de Estudios. Estadística. Cuadro de flujos financieros de la 

economía española (1971-1981) (*). 
8303 José María Bonilla Herrera y Juan José Camio de Alto: El comercio mundial y el comercio 

exterior de España en el período 1970-1981: Algunos rasgos básicos. 
8304 Eloísa Ortega: Indice de precios al consumo e índice de precios percibidos. 
8305 Servicio de Estudios. Estadística: Mercado de Valores: Instituciones financieras. Renta fija. 

Series históricas (1962-1982). 
8306 Antoni Espasa: Deterministic and stochastic seasonality: an univariate study of the Spa­

nish Industrial Production Index. 
8307 Agustín Maravall: Identificación de modelos dinámicos con errores en las variables. 
8308 Agustín Maravall, Bank of Spain and David A. Pierce, Federal Reserve Board: Thetransmis­

sion of data noise into policy noise in monetary control. 
8309 Agustín Maravalt: Depresión, euforia y el tratamiento de series maníaco-depresivas: el 

caso de las exportaciones españolas. 
8310 Antoni Espasa: An econometric study of a monthly indicator of economic activity. 
8311 Juan José Dolado: Neutralidad monetaria y expectativas racionales: Alguna evidencia en 

el caso de España. 
8312 Ricardo Sanz: Análisis cíclicos. Aplicación al ciclo industrial español. 
8313 Ricardo Sanz: Temporal disaggregation methods of economic time series. 
8314 Ramón Galián Jiménez: La función de autocorrelación extendida: Su utilización en la 

construcción de modelos para series temporales económicas. 
8401 Antoni Espasa y María Luisa Rojo: La descomposición del indicador mensual de cartera de 

pedidos en función de sus variantes explicativas. 
8402 Antoni Espasa: A quantitative study of the rate of change in Spanish employment. 
8403 Servicio de Producción y Demanda Interna: Trimestralización del PIB por ramas de activi-

dad,1975-1982. 
8404 Agustín Maravall: Notas sobre la extracción de una señal en un modelo ARIMA. 
8405 Agustín Maravall: Análisis de las series de comercio exterior -1-. 
8406 Ignacio Mauleón: Aproximaciones a la distribución finita de criterios Ji- cuadrado: una 

nota introductoria. 
8407 Agustín Maravall: Model-based treatment of a manic-depressive series. 
8408 Agustín Maravall: On issues involved with the seasonal adjustment oftime series. 



840.9 Agustín Maravail: AnálisIs de las series de comercio exterior -1:-. 
8410 .Antcm! Espasa: E¡ ajuste estacional en series económicas, 
847,7 Ja.vier A,iztegui y ,José Pérez: Recent developments in the implementation of monetary 

po1icy. 
8472 Salvador Garcia-Atance: La polftíca monetaría en Inglaterra en la última década. 
8413 Ignacio Mauleón: Consideraciones sobre la determinación simultánea de precios y sala­

rios. 
8414 María Teresa Sastre y Antoni Espélsa: InterpOlación y predicción en series económicas con 

anomaifas y cambios estructurales: los depósitos en las cooperativas de crédito. 
8415 Antani Espasa: The estimation of trends with breaking points in their rate of growth: the 

case ofthe Spanish GDP. 
8416 Antol'lj Espasa, Ascensión IVlolina y EloíS<l Ortega' Forecasting the rate of inflation by 

r:'1eans ofthe consumer Plice indexo 
8477 Agustín Maravall: A.n application of mode!-based signal extraction. 
8418 John T, Cuddingtofl y José ¡VI, Viñais: Budget deficits and the current account in the 

;xesence of ciassicai unernpiovment. 
84J9 John T. Cl.lddington y José M. Viñals: Budget deficíts ane the current account: An inter­

ternooral disequiiibríum approach. 
6420 Ignacio Mauieón y .losé Pérez: interest rates deter:ninants and consequences for macro-

8cor:or¡,:c perforrnallGe in Spain. 
842 J Agustín Mafavail: ,t\, note on revísions in grima-based signa! extaction. 
8422 
8<!'23 

8603 
8504 
8506 

8506 

850}' 
850b' 

8509 
8510 

8571 

8512 

8513 

8514 
8515 
8516 

8517 
8518 

8519 

Maldeón: Factores de cot~ecc¡on para contrastes en rnode!os din¿rnlcos. 
Marr.va;¡ V Samue! Baflto!¡~a: UI1B medicia de volatilidad en series 

una aplicación al control rno(Hó;!ario en España. 
!\flarava:~: ?r~3d1cc!on con rr;ock':;los JP- seri0s 
r~ara~éaU: C)r structural t¡nh~ Seí"18S rnodels and the r,rtar&ctertzatíon of con~~!po· 

Ignacio Mauleón: Precicciór¡ rnult!V8í:ante de los tipos ;nterbancarios, 
~_]osé '\fiñats~ El défic¡t público y sus erectos rnacro8conómicos: algunas recons¡deraciones. 
Jt,sé Luis Malo de Molina V Eloisa Ortega: Estructuras de po.lderación y eje precios 
relativos entre los deflact~)res de la Contabiiidad r·~3cionai. 
José Viñals: C:;asto público, estructura impositiva y actividad macroeconórnica en una 
economía abierta. 

Mauieón: Una fur,ción de expo~1aciones para la econorrlio española. 
J. ,J, Dolado, ,j. L Maln de Molina y A. Zabalza: Spanish industria i unempíoyrnent: sorna 
expianatory factors (versión inglés). El desempleo en el sector industrial español: algunos 
factores explicativos (versión español). 
Ignacio Mau!eón: Stabiiíty testing in regression models, 
Ascensión Molina y Ricardo Sallz: Un indicador mensual de! consumo de energía eléctrica 
para usos industriales, 1976-1984. 
Jo J. Dolado y J. L Malo de Malina: An expectational model of labour demand in Spanísh 
industry. 
J. Albarracín y A. Yago: Agregación de la Encuesta Industrial en los '15 sectores de la 
Contabilidad Nacional de 1970. 
Juan J. Dolado, José Luis Malo de Malina y Eloísa Ortega: Respuestas en el deflactar del 
valor anadido en la industria ante variaciones en los costes laborales unitarios. 
Ricardo Sanz: Trimestralización del PIS por ramas de actividad, 1964-1984. 
Ignacio Mauieón: La inversión en bienes de equipo: determinantes y estabilidad. 
A. Espasa y R Galián: Parsimony and omitted factors: The airline model and the census 
X-ll assumptions. 
Ignacio Mauleón: A stability test for simultaneous equation models. 
José Viñals: ¿Aumenta la apertura financiera exterior las fluctuaciones del tipo de cambio? 
(versión español). Does financial openness increase exchange rate fluctuations? (versión 
inglés) . 
José Viñals: Deuda exterior y objetivos de balanza de pagos en España: Un análisis de 
largo plazo. 



8520 José Marín Arcas: Algunos índices de progresividad de la imposición estatal sobre la renta 
en España y otros países de la OCDE. 

8601 Agustín Maravall: Revisions in ARIMA signal extraction. 
8602 Agustín Maravall y David A. Pierce: A prototypical seasonal adjustment model. 
8603 Agustin Maravall: On minimum mean squared errorestimation ofthe noise in unobserved 

comp()h¡~rlt models. 
8604 Ignacio Mauleón: Testing the rational expectations model. 
8605 Ricardo Sanz: Efectos de variaciones en los precios energéticos sobre los precios sectoria­

les y de la demanda final de nuestra economía. 
8606 F. Martín Bourgón: Indices anuales de valor unitario de las exportaciones: 1972-1980. 
8607 José Viñals: La política fiscal y la restricción exterior. (Publicada una edición en inglés con 

el mismo número). 
8608 José Viñals y John Cuddington: Fiscal policy and the current account: what do capital 

controls do? 
8609 Gonzalo Gil: Política agrícola de la Comunidad Económica Europea y montantes compen­

satorios monetarios. 
8610 José Viñals: ¿Hacia una menor flexibilidad de los tipos de cambio en el sistema monetario 

internacional? 
8701 Agustín Maravall: The use of ARIMA models in unobserved components estimation: an 

application to spanish monetary control. 

* Las publicaciones señaladas con un asterisco se encuentran agotadas. 

Información: Banco de España, Servicio de Publicaciones. Alcalá, 50. 28014 Madrid. 

* Las publicaciones señaladas con un asterisco se encuentran agotadas. 

Información: Banco de España, Servicio de Publicaciones. Alcalá, 50. 28014 Madrid. 


