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Abstract

We argue that deep learning provides a promising approach to addressing the curse of
dimensionality in quantitative economics. We begin by exploring the unique challenges
involved in solving dynamic equilibrium models, particularly the feedback loop between
individual agents’ decisions and the aggregate consistency conditions required to achieve
equilibrium. We then introduce deep neural networks and demonstrate their application
by solving the stochastic neoclassical growth model. Next, we compare deep neural
networks with traditional solution methods in quantitative economics. We conclude with
a review of the applications of neural networks in quantitative economics and provide
arguments for cautious optimism.

Keywords: deep learning, quantitative economics.

JEL classification: C61, C63, E27.



Resumen

En el presente trabajo sostenemos que el aprendizaje profundo (deep learning) ofrece
una via prometedora para neutralizar la «<maldicion de la dimensionalidad» en la economia
cuantitativa. Comenzamos explorando los desafios Unicos que plantea la resolucién de
modelos dinamicos de equilibrio, especialmente el bucle de retroalimentacién entre
las decisiones de los agentes individuales y las condiciones de consistencia agregada
requeridas para el equilibrio. A continuacion introducimos las redes neuronales profundas
y mostramos su aplicacién resolviendo el modelo de crecimiento neoclasico estocastico.
Seguidamente, comparamos las redes neuronales profundas con los métodos de solucion
tradicionales presentes en la economia cuantitativa. Concluimos con una revisién de las
aplicaciones de las redes neuronales en la economia cuantitativa y ofrecemos razones
para un optimismo cauteloso.

Palabras clave: aprendizaje profundo, economia cuantitativa.

Codigos JEL: C61, C63, E27.



1 Introduction

In this paper, we explore how deep learning tools can help address challenges in
quantitative economics that were previously considered intractable. Specifically, deep
learning can aid in solving high-dimensional dynamic equilibrium models (DEMs),
which underpin fields as diverse as macroeconomics, 10, international economics, game
theory, and finance.

Economists are interested in the “solution” of DEMs (Section 2 will clarify what
it means to “solve” a model). This process typically involves finding numerical
approximations of unknown endogenous functions, such as value and policy functions,
conditional expectations, and distributions of agents. However, these functional
approximations are hampered by the curse of dimensionality (Bellman, 1957, p. IX),
which limits the complexity of the DEMs that can be solved to models with only a
few state variables. Deep learning promises that, if properly applied, it can “tame”
the curse of dimensionality in many cases.!

We aim to make four key points. Our first point is that much of the ongoing
revolution in artificial intelligence stems from the use of deep neural networks (NNs),
that is, NNs with multiple hidden layers. While the origins of NNs date back to the
1940s and 1950s (Rosenblatt, 1958), the current surge in interest began in 2012, when
Krizhevsky et al. (2012) demonstrated that a deep convolutional NN (a specific deep
NN architecture we will introduce below) could outperform existing methods in image
recognition.?

A series of remarkable achievements followed this breakthrough. Mnih et al. (2015)
proposed a new reinforcement learning algorithm based on deep NNs that learned to
play Atari video games, surpassing human players in some of them. Silver et al. (2016)
developed another reinforcement learning algorithm that mastered the game of Go,
which had long been considered too complex for artificial intelligence. Vaswani et al.
(2017) introduced the transformer architecture, opening the door to the development
of large language models (LLMs) such as ChatGPT and text-to-image models such as
Dall-E. More recently, Trinh et al. (2024) demonstrated how an LLM could be trained
to solve mathematical theorems at the level of the Mathematical Olympiad.?

Unsurprisingly, given the success of deep learning in other fields, economists have

begun exploring what deep NNs can achieve in economics. The answer has been “a lot,”

We pick the term “tame” and not “break” because the curse of dimensionality always shows up
in worst-case scenarios. Our goal is to demonstrate under what conditions the curse can be managed.

2In the literature on artificial intelligence, “deep learning” commonly refers to computer programs
that use deep NNs and improve performance on a task through experience (Mitchell and Mitchell,
1997, and Murphy, 2022, Section 1.1 ). Although some of the algorithms we use may involve subtle
elements of learning, it is more accurate to describe our work as utilizing tools from the deep learning
toolkit, which may or may not involve solving a formal learning problem.

3Because of these recent successes and space limitations, we will focus nearly exclusively on deep
NNs, with only some passing references to other machine-learning (ML) methods. Most of our
arguments also hold for the broader class of ML tools. We will highlight this generality often.
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ranging from novel empirical methods to innovative approaches for handling DEMs.
In this paper, we focus on the latter —specifically, how deep NNs assist economists in
solving DEMs used across many fields.

Our second point is that once the unfamiliar jargon of deep learning is stripped
away, one realizes that the tools from NN are generalizations of methods already
familiar to economists. For instance, we will highlight how linear regression is simply a
special case of an NN. Similarly, we will show that NN-based functional approximations
bear a strong resemblance to traditional projections, such as those using Chebyshev
polynomials. However, there are subtle but important differences between deep
learning techniques and conventional methods that can significantly affect how the
curse of dimensionality is managed.

Our third point is that, despite these similarities, economists must always remember
that we are dealing with DEMs, where we need to impose equilibrium conditions:
the restrictions across parameters in agents’ decision rules that Hansen and Sargent
(1980, p. 37) called “the hallmark of rational expectations models.” The feedback
between agents’ optimizing behavior and the consistency requirements of equilibrium
generates challenges that are absent in the typical applications of deep learning in
fields such as computer science, natural sciences, engineering, and statistics. While
quantitative economists can benefit from deep learning, we must remain mindful that
we are computing equilibria (or solving social planner problems) and adapting deep
learning tools accordingly.

Our fourth point is that the unreasonable effectiveness of deep NNs in economics
is not a product of “magic,” but is based on intuitive geometrical reasoning.® In
particular, NNs geometrically transform the original state space of the model into an
efficient representation that captures the central payoff-relevant features of the states.
In both economics and other fields, the key to success in functional approximation
often lies in identifying the right space for the approximation, not in searching for
better approximating functions.’

A trivial example illustrates the point. The Cobb-Douglas production function,
y = k172 links output, y to capital, k, and labor, I. One of the first things that we
explain to students about this function is that it is much easier to work with it in
logs, logy = alogk + (1 — ) logl. Taking logs is simply moving the problem from
one space (the levels of k£ and 1) to a more convenient space (log k and log () where
the function is linear. NNs generalize this idea to the representation of the state

variables of arbitrary models. As Tom Sargent loves to say, “[f]inding the state [of a

40ur geometrical interpretation of NNs is deeply influenced by Bronstein et al. (2021). The
interested reader can find much more on this topic at https://geometricdeeplearning.com/.

5Contrary to some common misconceptions, deep learning is not primarily about dimensionality
reduction. One classic example of this is Cover’s theorem, which motivates the use of kernel methods
by showing how embedding low-dimensional data in high-dimensional space makes it easier to find
separating hyperplanes for classification (Cover, 1965).
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model] is an art.” NN helps with this art, as it allows geometric transformations of
complex models where our economic understanding of the mathematical structure of
the problem does not reach. There is no magic, just better geometry.

Moreover, efficient representations capture features of the underlying state space,
which leads to good generalization (e.g., off-equilibrium policies for the agents that
are consistent with economic intuition). If one can ensure sufficient variation in
points within the space of representations, the functional approximation may cover an
economically significant portion of the original state space.5

To illustrate this idea, we will discuss the central role that regularization plays in
deep learning methods. Regularization includes all the steps taken by the researcher
to avoid overfitting the data. This can be done explicitly (e.g., by adding a penalty
term in the objective function that discourages overly complex models) or implicitly
(e.g., with the selection of the optimization algorithm that will be used to “train”
the deep NN). Thanks to regularization, we will get a good generalization. Without
regularization, simply replacing traditional basis functions like orthogonal polynomials
or splines with deep NNs does not improve matters much. In short, deep learning
succeeds because it provides better geometry, not because it stumbles upon a “clever”

basis function for approximation.

Before diving into the main body of the paper, we offer three important caveats.
First, our experience is that economists often find the formal probabilistic perspective
to deep learning, such as the one followed by Murphy (2022, 2024), easier to relate
to their existing methods than other perspectives emphasizing engineering concepts
such as circuits or biological analogies such as neurons. Thus, we will avoid jargon

W

about “neurons,” “activation,” and “rectifier units” and stick to the more familiar
language of probability, linear algebra, and optimization. Classic textbooks, such as
Goodfellow et al. (2016), may provide helpful alternative perspectives to ours. For
instance, one promising but unexplored perspective here is to view learning through
the lens of compression and complexity.

Second, we must emphasize that the interaction between quantitative economics
and deep learning is vast. Given the space limitations of this paper, we can only
scratch the surface of the key ideas. To keep the discussion concise, we will often
omit the detailed technical specifics. We will provide many references, and we hope
the interested reader will be sufficiently intrigued by our exposition that she will
check these references for details. We are tremendously excited about deep learning
in quantitative economics and want to convey that sense of discovery without getting

bogged down in the minutiae.

SEconomists already use a similar idea in the method by Krusell and Smith (1998), which selects
one or a few moments of the distribution of heterogeneous agents to track the evolution of the
distribution, or in the oblivious equilibrium solution concept, which solves for best responses to
the averages of the behavior of other players (Weintraub et al. 2008, Benkard et al. 2015, and
Weintraub et al. 2010). Deep learning makes it possible for the representation space to be learned
and approximated rather than “engineered” by the economist.
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Third, we will focus exclusively on how quantitative economics and deep learning
interact, as we do not have the space to cover the relationship between deep learning
and econometrics or finance. Some recent surveys about the use of deep learning
techniques and other ML tools in economics can be found in Chakraborty and Joseph
(2017), Athey and Imbens (2019), Scheidegger and Bilionis (2019), Nagel (2021), Kelly
and Xiu (2023), de Araujo et al. (2024), and Dell (2024).

The rest of the paper is organized as follows. Section 2 outlines what the solution
of a DEM is and why it is challenging to find it. Section 3 introduces the basic ideas
of NNs, how to train them, and explains why they work in practice. Section 4 applies
the ideas in the previous sections to a canonical example: the stochastic neoclassical
growth model. Section 5 briefly summarizes other applications of NNs in the literature.
Section 6 compares NNs with traditional solution methods in economics. Section 7
outlines some reasons for cautious optimism. Section 8 concludes with a glimpse into
the future.

2 Solving DEMs

Before delving into what NNs are, we must provide some background on what it
means to solve a dynamic equilibrium model (DEM) and where the computational
challenges arise. Economists well-versed in DEMs may find much of this section
familiar, though some classic ideas might be presented in new ways that offer fresh
insights. For computer scientists, our treatment of DEMs could introduce a range
of issues that differ from those in other NN applications. In particular, the concept
of “equilibrium” in economics is emphatically not the same as “equilibrium” in other

fields; the same word, totally different meanings.

Models as equilibrium Markov processes (EMPs). In modern DEMs, agents
are assumed to solve a Markov decision problem (MDP), maximizing an objective
function subject to their budget constraints, technologies, information, and exogenous
shocks. This definition is flexible enough to include behavioral agents (e.g., by imposing
limits on maximization ability) and most non-Markovian problems (which can be
reformulated as an MDP by redefining the state variables). The maximization yields
a policy function (or decision rule) that maps the agent’s state variables (e.g., the
capital and productivity shock) to choices (e.g., consumption).

Next, we take the policy function and combine it with consistency conditions to
generate what we call an equilibrium Markov process (EMP). For instance, we use
the consumption policy function mentioned earlier to produce sequences of consump-
tion and capital that satisfy the economy’s resource constraints. These consistency

conditions are typically referred to as the model’s “equilibrium conditions.”
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The term “equilibrium” often confuses those outside of economics, as it is commonly
associated with concepts of stability or steady states from the natural sciences. In
reality, an EMP can involve highly complex, non-stationary dynamics, markets that
do not clear, idle resources, and other phenomena. Moreover, many —if not most—
equilibria of interest are not efficient.”

An EMP is simply a stochastic process for the endogenous variables of the model
that simultaneously satisfies the MDP of the agents and the consistency conditions.
In other words, the DEM transforms the exogenous shocks to the economy into an
EMP.® Or, more simply, economic theory is a set of constraints on stochastic processes.
Finding this EMP is what we call solving the model.

Unfortunately, except for a few special cases with analytic solutions, economists
are forced to find the EMP using numerical methods. The MDP is usually nonlinear
and stochastic, and when there are strategic interactions among the agents (like in
game theory), we need to consider those. Once we have the EMP, we can simulate it to
evaluate objects of interest, such as moments of endogenous variables, impulse-response

functions, or demand functions, or to compute counterfactuals.

The equilibrium feedback loop. DEMs are subject to an acute curse of dimen-
sionality because we must solve simultaneously for the DMP of the agents and the
EMP and explicitly consider the feedback loop between the two (Sargent, 2024). The
assumptions that encourage parsimony (Nash equilibria, rational expectations, and
related approaches eliminate degrees of freedom in the EMP by tying it to the MDP)
are also a central source of their computational difficulty.

In comparison, agent-based models are tractable numerically precisely because
they avoid this feedback loop and do not provide notions of self-consistency. However,
most economists are suspicious of models without self-consistency because they create
arbitrage opportunities. Suppose the evolution of the EMP is payoff-relevant for the
agents. In that case, the agents have incentives to forecast with the new EMP when
solving for the policies in their MDP and “exploit” the agents that do not do so

through trading in the financial markets.

Taming the curse of dimensionality. Given the challenge of having to compute
the equilibrium feedback loop of the DEM, quantitative economists have traditionally
resorted to brute force: solving for the entire self-consistent solution of functional
equations over a large grid of the state space. The exception is perturbation solutions,

which only vow accuracy local to a non-stochastic steady state.”

"When economists refer to “partial equilibrium,” they typically mean that certain aspects of the
EMP, such as the interest rate, remain exogenously fixed.

8When the DEM is deterministic instead of stochastic, we have an EMP with a trivial distribution.

9Perturbation methods prioritize numerical precision near a deterministic steady state over global
applicability. Similarly, adaptive sparse grids efficiently span the state space by focusing on key
regions for solving the DEM (Brumm and Scheidegger, 2017). Notably, both perturbation and sparse
grids share with deep NNs the strategy of mitigating the curse of dimensionality by concentrating on
high-probability regions of the model’s state space —a point that will be clarified in Section 4.
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NNs promise that, in many contexts (though not all), they can tame the curse of
dimensionality in finding EMPs, including the equilibrium feedback loop. If so, this
could drastically expand the class of DEMs we can handle and the policy-relevant
questions we can address. However, explaining why this is the case requires several

steps. The first is to present deep NNs formally.

3 Neural networks

In this section, we briefly introduce NNs as function approximators. This overview is
not intended to replace a comprehensive textbook exposition. Several excellent texts
cover the subject in depth (e.g., Goodfellow et al., 2016, and Murphy, 2022), and we
encourage the reader to consult them.

More importantly, the precise definition of NNs and deep learning is less critical
here, especially given the various ways they can be described. Instead of getting overly
focused on definitions, we suggest the reader focus on two key concepts that will guide
our discussion.

First, unlike the traditional approach in economics, which approximates a function
f X — R using a flat functional form, such as a linear combination of basis
vectors, NNs approximate functions using nested structures. For instance, we aim
to approximate f(X) ~ g(¢(X)), where ¢ : X — Z, g : Z — R, and Z is the
“representation space.”

Second, while ¢(-) and g(-) are sometimes found jointly through the same algo-
rithm, we can conceptualize the process as consisting of two distinct stages. The
function ¢(-) provides a better geometrical representation of the underlying space
X, one that exhibits properties more conducive to downstream tasks like g(-) and
generalization. When the space Z is Euclidean and endowed with meaningful norms,
this transformation is called an “embedding,” which may reside in a space of lower or
higher dimensionality than X. The function g(-) maps the enhanced representation

¢(+) to an output, and it can either be learned or chosen by the researcher.

3.1 Neural networks as function approximators

Imagine we want to approximate (“learn”) an unknown function y = f(X), where y

is a scalar and X = {zg = 1,21, 29, ...,xy} € X is a vector, including a constant.

The z,’s are known as the features of the data and X is the feature space. The
dimensionality N can be potentially large. Returning to the MPD from the previous
section, f(X) can be the value function encoding the MPD or its associated policy

function, and X is the vector of state variables of the agent. Other functions we

10We can accommodate the case where y is a vector using heavier notation. A natural case is when
y is a probability distribution.
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may want to approximate in economics can include a pricing kernel, a conditional

expectation, and many others.

A basic NN. A single-layer NN is an approximation to f(X) of the form:

M
y=F(X)~g" (X;0) =0+ > O (2m) (1)

m=1
where ¢(-) is an activation function and z, = Zivzo OpmTn. The ¢(2,,)’s are

called the representations of the data, and M is the width of the model. Also,
0= (6o, ....00, 601, ... 0n ) are the weights of the network (also known as parameters,
although one must distinguish them from the structural parameters of the model,
which are objects with clear economic interpretation such as risk aversion or the
discount factor). Some popular activation functions include the sigmoidal function,
o(2) = H%’ the hyperbolic tangent, ¢ (z) = tanh(x), the rectified linear unit (ReLU),
¢ (z) = max(0, z), or the softplus, ¢ (z) = log(1 + €*). When the activation function
is linear, ¢ (2) = o + a2, the NN is just a linear regression.

We emphasize that equation (1) is a chain of geometric transformations: it takes the
features of the data, X, builds M affine transformations of them, z,, = Zi:[:o OnmTn,
deforms the shape of these affine transformations using an activation function, ¢(-),
to obtain M representations, and recombines these representations into another affine
transformation g™V (-). In such a way, we combine two linear combinations with
one (potentially) nonlinear operation. The notation g™V (X;6) highlights that the
resulting approximation depends on both X and 6. Section 3.2 below will explain how
to determine these weights. We call this a single-layer NN because there is only one
level of transformation from X into .

NNs were named because their structure resembles the biological neurons in animal
brains. While biological analogies have informed some developments in ML, as in
the case of convolutional NNs (CNNs), we do not find much value in pursuing the
biological analogy, and we find it more of a source of confusion than enlightenment.
A comparison with projection. We can contrast our functional approximation

with a shallow NN in equation (1):

M N
PO = g™V (X:0) =0+ > b0 <Z en,mxn> , 2)

with a functional approximation with a standard projection:

FX) m g?" (X;0) = O+ > O (X)), (3)

where ¢,, is, for example, a Chebyshev polynomial.
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Both functional approximations are surprisingly similar: as we mentioned in the
introduction, once we drop the jargon of deep learning, one realizes that NNs are
generalizations of methods familiar to economists. Equation (2) has only one function
¢(+), while we have a set of Chebyshev polynomials in equation (3). In exchange,
equation (2) requires the additional parameters ,, ,,,, which are not needed in equation
(3). How we determine in practice the 6s in each approximation will also be different
(e.g., minimizing the loss function (4) vs. a collocation). We will return to this point
when we talk below about the training of the network and in Section 6, when we

discuss some distinctive features of ML tools.

A deep NN. A deep learning NN is a composition of J > 1 NNs (or, if one prefers,
of J > 1 layers):

N
0 _ no E 0
Pm = QO,m + Qn,mxn
n=1

M@
gV (X 0%) = = = 08+ 3 0Lt (20)
m=1

M)
y~ "t (X;0) =60+ > 0567 (217

m=1

_ gNN(J) (gNN(Jfl) (mgNN(l) (X; 91) " 9(J71)) ;HJ) 7

where now the weight vector § = (01, ..,6”7) includes the weights in each layer. The
widths MM M@ M) and activation functions ¢'(-), #*(-), ..., ¢’ (-) are possibly
different across each layer of the NN. The hyperparameter J determines the depth
of the NN. If J = 1, we have a standard “shallow” NN, whereas J > 1 is a deep
neural network. Here, “deep” means extending far from the start of the NN at the
first layer until the Jth layer, not being profound or penetrating (as in an elaborate
philosophical statement). Notice the superindex DL in our notation ¢g”%(X;6). Also,
from now on, we will focus on deep NNs, although all the arguments we will present
also hold for shallow NNs.

Deep NNs are sometimes known as deep feedforward NNs or fully connected,
multilayer perceptrons. The “feedforward” comes from the fact that the composition
of NNs can be represented as a directed acyclic graph. Below, we will discuss alternative
NN architectures.

Like shallow NNs, deep NNs are chained geometric transformations, where we
repeatedly build affine transformations and deform them through activation functions.
This approach (as we will formalize in the next section) can capture even the most
intricate nonlinear shapes while maintaining a linear approximation structure, aside

from the activation function —keeping the computations efficient.
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Other architectures. There is a rich set of NN architectures beyond the densely
connected deep NN we have presented. These include, among others, CNNs, generalized
adversarial networks (GANSs), and transformers. Later we will argue that there is a
fundamental connection among all these different architectures. Suffice it to say at
this moment that the choice of architecture shall be dictated by the economics of the
problem at hand, in particular, the sorts of representations they might be good at
capturing.

CNNs are typically employed to deal with image classification. Regular deep NNs
do not work well with a grid-like topology (e.g., 2-D images) because the method is not
invariant to shifts. Imagine that we have two pictures of the same object, but in one
of them, the object is shifted. A densely connected deep NN often fails to recognize
both pictures as equal. CNNs avoid this problem by considering a particular structure
on hidden layers that makes them translation-invariant. In economics, CNNs have
been used to handle images (Voth and Yanagizawa-Drott, 2024) or optical character
recognition in historical documents (Shen et al., 2021).

GANs are employed to generate new data —typically images but potentially
any other form of data— with the same characteristics as a training set of original
data (Goodfellow et al., 2014). The idea is to have two NNs: a generator network
that generates candidates (e.g., images) and a discriminative network that evaluates
whether the candidates are real or generated. Both NNs play a minimax game against
each other. In economics, GANs have been used, for instance, for estimation (Kaji
et al., 2023).

A transformer is a deep learning architecture based on an attention mechanism
(Vaswani et al., 2017). Transformers are the basis of the LLMs such as ChatGPT
and BERT. The input text is split into n-grams encoded as “tokens.” At each layer,
each token is then contextualized within the scope of a “context window” via an
attention mechanism, allowing the signal for key tokens to be amplified and the signal
for less important tokens to be diminished. The applicability of these LLMs extends
beyond text, and extensions have been implemented to deal with complex topics such

as protein folding (Jumper et al., 2021) or theorem-proving (Trinh et al.; 2024).

More general high-dimensional approximations. An NN is a particular example
of a more general class of high-dimensional approximations. As such, there is nothing
special about it in comparison with many other techniques in ML. However, the

concreteness of NNs helps our exposition. We will return to this point in Section 6.

3.2 Training the NN

Training the NN means to select § such that g”% (X 0) is as close to f(X) as possible
given some relevant metric (e.g., the 5 norm). Later, we will come back to explore

how this can be done for EMP, since neither y nor X is observable, but instead, they
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are endogenous equilibrium objects in the model, such as a value or policy function,
or state variables. However, the reader shall already notice that applying deep NN
to solve DEMs is inherently different than using them to estimate a function from

observations, as is done in econometrics.

Loss function. The first step for training an NN is to specify a loss function that sets
up a distance between f(X) and gP% (X; ) given data on outcomes Y = {y1, o, ..., yr}
of the function and features X = {X1, Xo,..., Xp}: yy= f(X;) for {=1,... L.

The data are often called the training sample. In most deep learning applications
in the natural sciences, engineering, and econometrics, the data come from the real
world. In Section 4, the data will be the results of simulating our DEM or selecting a
grid over the state or sequence space. This means that, for DEM models, the only
limitation to the sample size L will be the storage capacity and the computing time,
providing a welcomed degree of flexibility.

A natural loss function is the quadratic loss function £ (6;Y,y) on the differences

between the data on outcomes and the forecast of the NN:

9* = argnbing (0;Y,y)
L
- argmelnzg CR7R)

= argmln ZHyz Xl;9>H 5 (4)

where §; = " (X;;0) and § = {91, %2, - -, U}

However, other loss functions can be used. For instance, we can add regularization
terms of the form A", 6;| (LASSO), A>",_, 67 (ridge regression), or a combination
My 10il + A2 >, 67 (elastic nets). As we mentioned in the introduction, regu-
larization plays a key role in the success of deep NNs, although it is often achieved
through the optimization algorithm, not through an explicit term.'* Thus, let us move

to exploring how to minimize the loss function.

Minimizing the loss function. The minimization in equation (4) is usually ac-
complished with (first-order) descent direction iteration methods. Starting at a point
in the weights space (1), a descent direction algorithm generates a sequence of steps

(called iterates) that converge to a local minimum as follows:

1. At iteration k, check whether %) satisfies a termination condition. If so, stop;

otherwise, go to step 2.

2. Determine the descent direction d®) using local information such as gradient or

Hessian.

1See Smith et al. (2021), Chiang et al. (2022), and Zhang et al. (2021).
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3. Compute step size a®).

4. Compute the next candidate point: %+ «— gk 4 oF)qk),

The choice of the step size a and the direction d determines the “flavor” of the

different algorithms. We analyze each of them in turn.

Step size. Given d, one way to set the step size is to solve a line search:

of = argmin £(0%) 4+ ad®)

(03
with any standard method. Under this choice, it can be shown that d**1) and d®
are orthogonal. In practice, however, line search can be costly, and we can settle for a

fix o, an o that geometrically decays, or an approximated line search.

Direction. A natural choice for d is the direction of the steepest descent given by
the direction opposite the gradient, VE(6) = Zle VE (0;y1,y1), computed over all

the training samples VE (0;y,,y1) = [63;? , 8255 I 89‘?,5 . and normalized d*®) =
0,0 0,1 N,M
—% using an appropiate norm || - ||. If the loss function is smooth and the step

size is small, the method leads to improvement as long as the gradient is not zero.
The initial 0 is typically determined by domain knowledge (i.e., the researcher’s
understanding of what can be sensible initial weights of the NN) or drawn from some

probability distribution (such as a Gaussian distribution).

Stochastic gradient descent and minibatch. FEvaluating the gradient for the
whole training set can be very costly, as we may be dealing with L in the thousands
or even millions. This is why neural networks are typically trained using variants of
the stochastic gradient descent (SGD) algorithm (Robbins and Monro, 1951).

SGD uses only one data point [ to evaluate an approximation to the gradient
VE(O) = VE (0;y,u1). The data point is randomly selected in each iteration and, thus,
it varies in each step. SGD trades off a slower convergence rate for faster computation.
It converges almost surely to a global minimum when the objective function is convex
(and to a local minimum otherwise). It converges exponentially fast to a neighborhood

¢

of the solution and, then, bounces around a “zone of confusion.” An additional
advantage is that, by introducing a noisy update process, SGD can avoid getting stuck
in local minima.

In practice, it is usually better to employ a minibatch gradient descent. A minibatch
is a compromise between using the whole training set and pure SGD by considering a

batch of samples with a size L > B > 1:

VEWB) =) VE By T)-

=1
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Momentum. Gradient descent can perform poorly in “narrow valleys” of the loss
function, as it may require many steps to make progress. Unfortunately, these narrow
valleys are not exotic occurrences, since we often minimize over hundreds of thousands
of weights. If the function to minimize has flat areas, one can introduce a momentum
update equation:

p B — gy®) g g®)

P = k) B+,

for some o and 3. This modification reverts to the gradient descent version if 5 = 0.
Intuitively, the momentum update is like a ball rolling down an almost horizontal
surface. Momentum prevents the ball from getting stuck in a local valley.'?

A very successful optimization algorithm based on momentum, and perhaps the
most popular of all optimization methods in deep learning, is Adam (Adaptive Moment
Estimation) by Kingma and Ba (2017). Adam uses running averages of both the

gradients and the second moments of the gradients:

m*D = A m®) (1 —4)VEBOWP)
oD = 90 4 (1= ) (VE@OW))?

~

m
O+ — gtk) _

U+ €

m(k+1) d ~ p(k+1)

where m = and v )
1—v1 1—72

Automatic differentiation. We can easily evaluate the loss function £(6%;Y,y)
and the gradient VE(0*;Y,y) for a given 6* and an arbitrary deep NN using automatic
differentiation. For example, for the gradient, we can use backpropagation, which is
just letting the computer execute the chain rule (Rumelhart et al., 1986). If a function
is £ : RNV — R for large N, the chain rule can be executed backward to find gradients
with a computational complexity independent of N using what is called “reverse-mode
auto-differentiation” (sometimes referred to as “backprop”).

The tradeoff is that while the computational cost of calculating gradients is largely
independent of the size of 6, the code must store all of the intermediate values when
calculating the loss function, which leads to significant memory requirements for large
0 or large data. This is a key reason why using SGD or minibatch is so important, in

particular if one is training the deep NN on a GPU, where memory is precious.

3.3 Designing the NN architecture

So far, we have taken many aspects of the NN architecture as given. But in practice,

one also needs to design them. These parameters are commonly known as the NN

12A quick intro to momentum can be found at https://fa.bianp.net/blog/2021/hitchhiker/
and a more subtle interpretation at https://distill.pub/2017/momentum/.
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hyperparameters, and they include the activation function ¢(-), the number of neurons
M, the number of layers J, and the size of the minibatches B.

There are several complementary approaches to selecting hyperparameters. For
example, one can experiment with different combinations of M, J, and B until the
error function &£ (0;Y,y) is as small as possible. Cross-validation is a more formal
approach for the same task: we split the training sample into multiple parts, training
the NN in some of those and employing the remaining parts of the training sample to
check the NN’s forecast ability. Another possibility is to drop some of the connections
in the NN randomly (i.e., making some of the weights in € equal to zero) and check
that the performance of the NN does not degrade. An absence of degradation indicates
that the architecture of the NN is sufficiently rich to be robust to small deviations.

Gauging the quality of the architecture is not different from the testing we need to
undertake with any other numerical approximation. For instance, when we implement
a value function iteration, we must decide how many points to include in the grid of
the state variables and how to space them. Similarly, when we approximate a function
with Chebyshev polynomials, we need to determine the order of the approximation and
how to weigh the residuals of the approximation to compute the unknown coefficients
of such an approximation. That is, tuning hyperparameters for NN is no more or less

challenging than in other areas of computational economics.

3.4 Why do NNs work?

NNs are not “black boxes.” Instead, NNs move the original functional approximation
problem, which usually lies in a difficult-to-characterize space, to an equivalent
approximation problem that lives in a much more convenient space. Before presenting
this argument more carefully, we need to introduce two results that ensure that,
at least in principle, NNs can deliver the results we search for: NNs are universal

approximators that break the curse of dimensionality.

The universal approximation theorem. NNs are universal approximators: they
can approximate any Borel measurable function mapping finite-dimensional spaces
arbitrarily well (Hornik et al. 1989, and Cybenko 1989). In other words, NN can
approximate any standard function used in economics, including those with jumps or
non-differentiabilities. Unfortunately, this result is of little practical use, as it does

not provide guidance on how to implement NNs in real-life applications.

Breaking the curse of dimensionality. While it is reassuring that NNs are
universal approximators, there are other well-known approximators, such as Taylor,
Fourier, or Chebyshev series, that can also approximate large classes of functions.
Thus, what is special about NNs? A possible answer to that question comes from a

number of theorems that show how NN can break the curse of dimensionality (Barron,
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1993, and Bach, 2017). In particular, a shallow NN of width M achieves integrated
square errors of order O(1/M). In comparison, for series approximations, such as a
Chebyshev projection, the integrated square error is of order O(1/(M?™)) where N
is the dimensions of the function to be approximated. The key difference is that the
dimensionality of the inputs does not affect the accuracy of the network. Equivalent
theorems hold for deep NNs, usually with tighter upper bounds.

As before, this result is of limited practical use. To properly train an NN, one needs
good representations of the data (i.e., the transformation ¢(z)) and regularization. As
dimensionality increases, it becomes impossible to have high accuracy over the entire
space of possible data or states and one can always design worst-case scenarios where

it is not possible to generate these good representations and regularization. Contrary

to often-heard statements, this problem is not about the quantity of data available.
For example, one can fit an NN with 50k parameters with two data points in 512
dimensions (Ebrahimi Kahou et al., 2021). In fact, Nakkiran et al. (2019) show that,

in many contexts, having more data can hurt.

Deep learning and geometry. The best argument to account for the success
of deep NNs is that they search for convenient geometrical representations of high-
dimensional manifolds by applying chained geometric transformations to the features
of the data. In other words, we search for a good representation space.

We borrow a well-known example from Chollet et al. (2022, Sec. 2.3.6). Imagine
that you have crumpled a sheet of paper into a ball. The paper ball is the function you
want to approximate in the computer, but doing so, with all the ball’s irregularities,
is hard. That is why standard methods like splines or Chebyshev polynomials fail as
soon as we are dealing with an irregular ball in four or five dimensions. The geometric
transformations of the NN expand the paper ball (the affine transformation) and unfold
it (the activation function) until it is a plain sheet of paper again. Approximating a
sheet of paper (a linear plane) in a computer is straightforward.

This geometric interpretation connects with the so-called “manifold hypothesis,”
which posits that many high-dimensional data from real-world applications actually
lie along low-dimensional manifolds inside the high-dimensional space where they
are encoded (Cayton, 2005). Under this hypothesis, deep learning only has to fit
those low-dimensional manifolds within their potential input space. A related line of
research looks for even deeper links between geometry and deep learning by trying
to link the different neural network architectures to different symmetries (Bronstein
et al., 2021).3 That is, all NNs share a common geometrical structure, regardless of
the details of their architectures. These are fascinating lines of research that may bear

fruitful new results in the coming years.

13Vershynin (2018) and Wainwright (2019) introduce some basic concepts of high-dimensional
geometry applied to data. An important point to remember is that intuition from three-dimensional
Euclidean spaces is a poor guide for the geometry of high-dimensional spaces.

BANCO DE ESPANA 20 DOCUMENTO DE TRABAJO N.° 2444



Practical advantages and limitations. NNs present other advantages. First,
NNs allow for easy parallelization, an incredible strength given the current ubiquity of
graphic processing units (GPUs) (Fernandez-Villaverde and Valencia, 2018). Second,
there is more and more cutting-edge hardware, such as field programmable gate arrays
(FPGASs), that improves the performance of deep learning algorithms by two orders
of magnitude (Cheela et al., 2022). Deep NNs and the related calculations of the
gradients boil down to matrix-vector products. GPUs and FPGAs are optimized to
store matrices and vectors and multiply them in parallel. Finally, deep NNs are easy
to code, and there are outstanding open source libraries such as Tensorflow, Pytorch,
or JAX that integrate well with easy scripting languages such as Python.

Notwithstanding, while NNs can work extremely well, there are no silver bullets.
There are clear and serious tradeoffs in real-life applications. Training an NN often
requires an understanding of the economic problem at hand. To make this point
clearer, next, we will compare traditional functional approximation methods with NN
and other ML tools.

4 An example: The stochastic growth model

Although the goal of using deep NNs is to extend the dimensionality of the DEMs we
can solve, it is helpful to demonstrate how they function in a low-dimensional example.
In such cases, the challenges and benchmark solutions are more transparent. While
we would not expect NN methods to outperform traditional approaches in solving
low-dimensional DEMs, we will see that the solution still takes just 1.2 seconds on a

standard laptop using only one CPU.

The stochastic growth model. We choose as our application the stochastic
neoclassical growth model, the backbone of modern macroeconomics. A representative

household picks a sequence of consumption ¢; and capital £ to solve:
max Eg Z A log(c)
t=0

given a budget constraint ¢; + k;op = wy + (1 + 1, — 0) ky, V't > 0, where wy is the
wage paid for the (inelastically supplied) unit of labor of the household and r; is the
rental of capital and a transversality condition:

lim E [ﬁTkT+1C;1 | ]fo, Z(]] =0. (5)

T—o0

A representative firm produces output using capital and the unit of labor supplied
by the household with the technology v, = 2/ “k®, subject to productivity shocks

log 2111 = plogz + ovy, vy ~ N(0,0). Since input markets are competitive, input
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prices are equal to marginal productivities. Also, the aggretate resource constraint
holds, vy = ¢; + kyp1 — (1 — 0) Ky

Let us adopt a recursive notation on the states of the model X = [k: z] ! c Ri.
Then, we can derive the Euler equation that characterizes the household problem as a

functional equation on the capital accumulation policy function £'(k, 2):

c(k, 2)

L=k 60(1{;’(1@’, z), 2"

(1 =6+ a2 "K' (k, z)o‘l)] (6)
where c(k, z) = 2'7*k* + (1 — §)k — K'(k, z) and the expectation is taken over z’.

Thus, conditioning on a policy, the evolution of the Markov process for X is:

K (k, 2)

X' =0 (X,v;k) =
exp(log z + ov)

(7)

We can relate our previous equations to Section 2. Equation (6) provides the
key conditions on the MDP. The EMP can be found as the stochastic process (7)
conditioned on the k'(-) policy that fulfills equation (6). Formally, the EMP is a measure
over the trajectories, {X:}:°, ~ Px,, generated from the X;; = ®(Xy, 143 £'(+)) using

the equilibrium £'(-), the distribution of v, and the initial condition X.

Approximating the policy function. To solve for the EMP, we want to approxi-
mate the policy function k'(k, z) with a neural network kj(k, z) that belongs to the
architecture H(#) and where 0 are the weights of the network. To save on notation,
we will write kj, and let the dependence on (k, z) be left implicit.

The first step is to define a quadratic loss function as the analog of our equation (4).
A natural loss function is the difference between the left-hand side and the right-hand
side of the Euler equation (6) when, instead of the exact function k’(k, z), we use the

approximation k:

£ X0 = [1 2 iy (10 ot w))l—a(’fé)a_l)u

where 2/(z,v;) = exp(plog z + ov;) is a discretization of the productivity shock using
M Gaussian quadrature notes on v ~ N(0,1) and weights {w;},.

Then, we minimize the expected loss function given the population distribution
1 (Xo, Tyop; k) indexed by some initial condition X, and a length of the simulation
Toop:

K = argmin Bx e (xo, Tpopnr) [€ (g, X)) (8)
k) €M (0)

The equilibrium feedback loop revisited. Section 2 emphasized that the equi-

librium feedback between the MDP of the agents (in our case, the representative
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household) and the equilibrium constraints made deep learning problems in economics
different from applications in other fields. Now is the moment to revisit this argument
and to use it to frame our next steps.

In our model, the equilibrium feedback loop appears in equation (8). The policy
k"™ shows up on the left-hand side of equation (8) as the solution of the arg min and
on the right-hand side of equation (8), as determining the distribution with respect to
which we take the expectation, p*(-), an equilibrium object that depends on k™.

If we knew the true p*(+), then a trivial algorithm to minimize equation (8) would
be to sample D points from p*(-) and solve the “empirical risk minimization,” or

ERM, i.e., the finite sample version of equation (8):

1
0" = in — E(ky, X).
arg min ‘D‘XZE; (ky, X)

We could also check the generalization properties of £™* by drawing a different set,
Diest of points from p*(+) and asserting that Wlm‘ > xeppn € (Kpe, X) is small enough.
The challenge, of course, is that we do not know u*(-) precisely because of the

equilibrium feedback loop.

Sampling from population distribution. A canonical approach to solve for the
equilibrium feedback loop between the distribution and the policies in DEM models
at the core of this paper is to iteratively solve an ERM version of equation (8) with
samples from a misspecified population distribution and periodically regenerate those

samples as the policy function is refined. That is, given a k], we solve:

k;—l—l = arg k’rél;[I(lG) EXN}L*(X07Tpop;k£) [g(k{% X)] )
4

and then repeat the process with the new k ;. Notice, in particular, that we are
taking the expectation with respect to the misspecified population p*(Xo, Tpop; k1),
not the true p*(Xo, Tpop; £™).

In our case, we will start with a &{(-) policy from the Solow model with constant
savings rate sg, ki (k, 2) = s552'7%k“ + (1 — §)k, and generate D; from it, but many
other initial guesses are possible.

More formally, our algorithm is as follows:

1. Solve the empirical risk minimization problem given the current D;,

1
01 = i E(k), X).
1= arg i );) (kg, X)

2. Generate a new D;1 using samples from p*(Xo, Tpop, ko, ,)-
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3. Iterate until the empirical risk is below a threshold.*

While this algorithm often works, it has several limitations. First, there is no
guarantee that the iteration will converge to the true p*(-) and, consequently, to the
true policy. The existing convergence results from deep learning on ERM do not
apply here due to the endogeneity of p*(+) with respect to the solution of the ERM.
Second, and relatedly, the algorithm can be sensitive to the choice of the initial policy,
K}, used to generate D;. Specifically, we must ensure sufficient variation across the
state space to allow the iterations k{ml to generalize effectively. Third, even if kj is
well approximated, the algorithm might still fail to capture accurately the ergodic
distribution. Fourth, it is important to avoid oversampling regions of the state space
that imply very small Euler equation errors (e.g., where consumption barely changes
across periods) but are associated with near-zero probability in p*(-). These points

would reduce the ERM but would not improve generalization.

Parameters, hyperparameters, and optimizer. Before we implement the algo-
rithm above, we need to complete a few preliminaries. First, we need to pick values
for the parameters of the model. We select 5 =0.9, a =1/3,§ =0.2, p = 0.9, and
o = 0.025.

Next, we select the hyperparameters. First, we use M = 7 nodes for quadrature.
Second, we design a deep NN with four layers, each with 128 nodes, a ReLU activation
function max{0, z}, and a softplus final layer, log(1 + €”). This leads to approximately
50K parameters in . Third, we pick a short T, = 20 and generate trajectories (kz, ;)
fort =0,...,T,0p to show that our method can get “right” the transitional dynamics
of the model from an initial condition for capital far away from the deterministic
steady state. A large T}, might imply that we evaluate a small loss function because
we spend many periods around the ergodic distribution (where the Euler equation
errors will be small, as the consumption changes little from period to period), even if
we have large errors during the transition.

To explore how robust the solution is to variations in the initial conditions, we
set: Xo ~ N( [ko zo} ! , %) with zg =1, kg = 0.8 X ks (i.e., we start 20% below the

deterministic steady state of capital to induce non-trivial transitional dynamics), and:

0.0082 0
Y= .
[ 0 0.022]

Finally, in terms of optimization, we will run for 100 iterations of the L-BFGS

optimizer and regenerate the D; every five iterations. Given the relatively low number

4

14We can establish stopping criteria for the optimizer on what is called a “validation set” D
sampled using the same process as D, but not directly used in training or Dieg;. In our case, we stop
iterating when the empirical loss, Tﬁm > xep,, E(ky, X) < 2.5e — 5, which is close to numerical
precision. Deep NN algorithms often continue to improve generalization behavior even after the
empirical risk is close to zero, so one may not want to stop the optimizer prematurely.
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of points, there is no need to use more sophisticated stochastic optimizers like SGD
or Adam. Also, we use Oipan = 0.035 > 0 = 0.025, which will speed up convergence
by increasing the exploration of the state space, a trick that is less crucial in our
application but essential in high-dimensional ones.'

16 Since

The algorithm runs in approximately 1.2 seconds using only the CPU.
the algorithm is run without any pretraining for the kj with approximately 50K
parameters, it will sometimes diverge and is automatically restarted.'”

For comparison purposes, we also compute an approximation of the policy, k. ,(k, 2),

with a policy function iteration on the Euler equation along a grid of 50 points in k

and 50 points in z.

Results. The left panel of Figure 1 shows the initial ten trajectories for t = 0,...T,qp
used to minimize the loss function and generated from a constant savings Solow policy
function. The right panel shows the final 50 trajectories of the test set generated
using the final policy function, kj.'® Clearly, Figure 1 shows that the algorithm has

converged to a solution, but how good is this solution?

Initial Training Trajectories Solution Trajectories

1.151

0.901

O 3 6 9 12 15 18 0 3 6 9 12 15 18
t t

Figure 1: Initial vs. final trajectories of capital.

The answer is: pretty good. The left panel of Figure 2 shows the absolute relative
policy error for the initial ten trajectories for ¢ = 0,...T,,, used to minimize the
loss function. The right panel shows the absolute relative policy error for the 50
trajectories of the test set generated using the final policy function, kj. The policy

errors of the solution are low and do not have a significant bias toward small or large

15Tn harder applications, we can have a schedule to change with iteration number, Otrain (1) — 0.

16In this implementation, we used JAX with the Flax NNX neural network library and the optax
optimizer library and ran the code on a standard MacBook Air laptop.

1"Tn the results below, the code converged on the third attempt. In many cases, the algorithm will
converge in the first attempt and nearly always succeeds by the fifth.

18The larger dispersion of the left panel relative to the right one is in part due to choosing oain > o
to increase exploration.
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t. Furthermore, the low policy errors are not due to the initial condition, which starts
with a relative error of up to 15%. Crucial to this success was that the initial dataset
explored enough regions of the state space for the algorithm to find the true policy.
To verify this point, we can use the proposed kj(-) to check an empirical version
of the expected loss (8). To do this, we sample from p*(Xo, Tpop; kp) by drawing X
and iterating with equation (7) to form a set of points Diesi. We use 50 trajectories to
generate a total of 1000 points. Given these samples, the empirical counterpart to

equation (8) is m > xeppn E(Kp, X). In our simulation, this empirical counterpart

Initial Relative Policy Error |(K'(t) — k™(¢))/k"™(t)] Solution Relative Policy Error |(k'(t) — k™ (t))/k*(t)|
0.150+
0.1251 \\
0.1001

err(t)

?50.075

0.0251

0.000+

Figure 2: Initial vs. final policy errors

to the population risk is 3.87 x 107%, close to numerical precision (the loss of the ERM

objective on the final simulated sample is 2.59 x 1079).

/

ref(') COmPUted with an

Furthermore, given that we have a reference solution, £

extremely accurate conventional policy function iteration, we can calculate €., =
Ly K (X)—ky o (X)
|Dtest | XEDtest k;ef (X)

0.0036, and the relative error on the final D is 0.0046. That is, on average, the policy

error is less than half a percent for both the training and the test sets, and it performs

. The absolute relative error of the approximation on D is

better on average for the test set, suggesting that overfitting is not a major concern.

Finally, we check the transversality condition, which may not be fulfilled even if
the Euler errors are minimized. To do this, we use 20 simulated trajectories up to
T = 100 to calculate the expectation in equation (5). See Ebrahim Kahou et al. (2024)

for more details on deep learning and transversality conditions.

Other exercises. Another possible exercise of interest could be to estimate the
structural parameters, {3, a, d, p, o}, and possibly the innovations to the productivity
shock, {1y}, using observed data from the real world. The general approach is to
solve for the EMP for a given set of parameters and then match empirical moments

or calculate a likelihood that an empirical trajectory would be generated from that
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EMP. See, for a detailed exposition, Fernandez-Villaverde et al. (2016). Alternatively,
one can directly perturb the process that generates the EMP, a common approach
in Bayesian estimation, especially with gradient-based samplers. See Childers et al.

(2022), for example. We skip this exercise for space considerations.

5 Applications of deep NNs in DEMs

Armed with our knowledge of deep learning, we now explore how it can be applied to
quantitative economics. Due to length constraints, we will be selective in our coverage,

leaving out many most valuable papers.

5.1 Dynamic programming

As we discussed above, the traditional numerical techniques for solving dynamic
programming methods (i.e., value function iteration) face the curse of dimensionality.
As the number of dimensions increases, the number of elements of the problem explodes,
irrespective of whether these elements are just the entries in a high-dimensional table
or the coefficients in a multidimensional Chebyshev polynomial. In practice, dealing
with problems with a dimensionality higher than four becomes extremely costly. Deep
learning promises to solve this problem, opening the door to larger and more realistic
optimization problems.

Discrete-time problems. First, we consider the case of discrete dynamic

programming. We are interested in solving the Euler equation:

Ee [ (f (), f (2242))] = 0, (9)

where h (+) is a potentially nonlinear function, z; is an N-dimensional vector of state
variables, and f(x) is a D-dimensional vector of policy functions, mapping from the
state variables into policies.

Maliar et al. (2021) and Azinovic et al. (2022) pioneered approximating the policy
functions f () by an NN with parameters 6: f (x4 0), the approach in our application

in the previous section. The NN is then trained to minimize the Euler equation error:

2

mlnz [ ( x50 f(IZt, )) —h(f (z1e), [ (T1441)) ]

over a set of L simulated samples {xu}lL:l. The simulated samples are typically drawn
from the ergodic distribution by simulating the model under the approximated policy
and the iterative approach described in Section 4. In this way, the accuracy of the
algorithm improves in the region of the state space where the solution actually “lives,”
which is critical in high-dimensional spaces in which the ergodic distribution typically

occupies a very small volume of the state space.
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This algorithm is flexible and simple to implement. Variations of it have been
applied to solve models of saving-consumption decisions (Gorodnichenko et al., 2020),
monetary economics (Nuno et al., 2024), climate change (Folini et al., 2024), and
asset pricing (Azinovic and Zemlicka, 2024). Its main shortcoming, however, lies
in the computation of expectations. While in low-dimensional spaces, expectations
can be easily computed by numerical integration; as dimensionality increases, this
task becomes progressively burdensome. Maliar et al. (2021) propose the “all-in-
one” expectation operator for an efficient approximation of integrals in Monte Carlo
simulation. Another alternative is to move to a continuous-time setting (see below).

Duffy and McNelis (2001) and Villa and Valaitis (2024) propose a different approach.
Instead of approximating the inner part of the expectation operator, they approximate
the operator itself, in the spirit of the parameterized expectations algorithm introduced
by den Haan and Marcet (1990). As discussed by Maliar and Maliar (2003), the main
drawback of this approach is that if the assumed decision rule is far from the true
solution, the algorithm is likely to diverge.

Continuous-time models. The complication of handling the expectation in
equation (9) suggests moving the dynamic optimization problem to continuous time,
where the Hamilton-Jacobi-Bellman (HJB) equation can be evaluated without the
need to compute any expectations.

For instance, suppose that states x; follow a diffusion process:
dxy = p(xg, ¢) dt + o (24) dz,

where p(+) is the drift, o(+) is the diffusion, ¢; are the policies, and z; is a brownian
motion. If the agent has an objective function fooo e P'u (¢y, ) dt, the associated HJB
is simply
= Y0 e ()
pV (x) = max u (c,x) + Z pn (2,¢) 0,V () + Z %aﬁwmv (7),

n=1 ni,na=1

where V(+) is the value function.

No expectations are needed in the HJB since, due to It0’s lemma, the last term
of the equation captures all the uncertainty linked to the diffusion process. Nothing
substantial would change if we had Poisson jumps in addition to the diffusion process.

The approach proposed by Ferndndez-Villaverde et al. (2020), Gopalakrishna
(2021), Sauzet (2021), and Duarte et al. (2024) is to approximate the value function
by an NN V(z;6) and to train it to minimize the HJB error:

min [ =V (@) +ule(zr), ) + > o (21, 6(21)) O, V (1)

Y 03 (@) L
by ey )

ni,n2=1
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The optimal policy ¢(+) can either be directly derived from the first-order condition
(FOC) 22;1 Oopin (1,¢) Oy V (x) = 0 or can be approximated by a second NN trained
to minimize the error of the first-order condition.'”

A second advantage of working in continuous time is that the computation of
the partial derivatives of the value function is relatively straightforward, thanks to
backpropagation. One important detail, however, is that the NN should incorporate
the different boundary conditions in the loss function.

A different approach is followed by Huang (2023). Instead of working with the
HJB, Huang formulates the problem as a system of forward-backward stochastic
differential equations. While he also approximates the value function using an NN,

the loss function is evaluated on the path of samples of the simulated value function.

5.2 Heterogeneous-agent models

There is a plethora of computational methods to solve DEMs with heterogeneous
agents (i.e., agents that differ from each other in non-trivial ways) under perfect-
foresight conditions or subject to aggregate shocks up to a first-order approximation
(e.g., Ahn et al., 2018, Boppart et al., 2018; Winberry, 2018; Auclert et al., 2021) or

even a second-order (Bhandari et al., 2023).

The problem becomes more challenging when trying to solve globally a heterogeneous-
agent DEM with aggregate shocks. In that case, the distribution of idiosyncratic
states GG, is one state variable in the agent’s dynamic programming problem because
it determines aggregate prices and other equilibrium conditions. Thus, to solve these
models, we need to deal with G; and the operator H(-) that characterizes how G

evolves:

Gt—H = H(Gt> St)

in discrete time or

% = H(Gy, Sy)

in continuous time, given the other aggregate states of the economy S;. Since G is
infinite-dimensional and stochastic, it cannot be dealt with using standard (finite-
dimensional) calculus rules. Also, the operator H(-) is an equilibrium object: Gy is
determined by the MDP of the agents and the EMP. For example, in a DEM of wealth
heterogeneity, the agent’s wealth in the next period depends on its current wealth, its
current optimal choices, aggregate prices, and stochastic shocks.

Krusell and Smith (1998) propose a bounded-rationality solution for a model with
a continuum of atomistic agents. When making decisions, these agents summarize

G by a number of moments and, then, forecast the law of motion of these moments.

YThere is a much longer literature on the use of deep learning to solve partial differential equations
(PDESs), not necessarily HJB equations, that we do not revisit here. The interested reader may check,
for instance, Han et al. (2018) and Sirignano and Spiliopoulos (2018).
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An equilibrium in this model is a fixed point in which the moments’ perceived law
of motion (PLM) coincides with the actual law of motion (ALM) observed along
simulated paths. The question is how to build the PLM.

In Krusell and Smith (1998), a (log-)linear PLM with state-dependent coefficients
provided a good approximation to the ALM in the baseline neoclassical model with
incomplete markets and aggregate shocks, as the model is quite linear. There is no
guarantee, however, that a linear PLM also provides a good approximation to models
with more prominent nonlinearities at the macroeconomic level. Once we abandon
the linear world, there are infinite possible functional forms. Paraphrasing Tolstoy:
“Linear models are all alike; every nonlinear model is nonlinear in its own way.”

Approximating the PLM. Fernandez-Villaverde et al. (2023) propose a solution
to this problem by approximating the PLM by an NN and training it using simulated
data from the model. While Fernandez-Villaverde et al. (2023) work in continuous
time, Fernandez-Villaverde et al. (2024) extend the idea to discrete-time settings.

More concretely, Fernandez-Villaverde et al. (2023) propose extracting a finite
number of features from G;. These can be moments, Q-quantiles, weights in a mixture
of normals, or many other options. Then, one can stack the features of the distribution

in a vector y; and assume that p; follows a PLM:

M1 = h(#t, St)

in discrete time or
Opa
ot

in continuous time, instead of the exact H(Gy,S;). We parameterize h(p,S;) as

= h(:utv St)

h(f, Si; 0) using an NN, where 6 is the vector of network weights. We determine the
unknown weights 6 to ensure that an economy where p, follows h(uy, Si; 0) replicates

as well as possible the behavior of an economy where Gy follows H(-). To do so:

1. We guess an initial value #° of the NN weights. We set n = 0.

2. We construct a time series of u; simulating from the PLM and the relevant

equilibrium conditions of the model.

3. We train the NN weights on the simulated data and obtain #”! by minimizing

a quadratic error function between p,41 and g, (in discrete time) or #4-F* and
¢ (in continuous time).
4. We iterate on steps 2-3 until ||§"*! — §"|| < € given a norm || - || and tolerance

level € > 0.

This algorithm nests the approach of Krusell and Smith (1998) as a particular case

since the linear formulation that the authors pick for the PLM is just a simple NN.
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Deep HAM. One shortcoming of the Fernandez-Villaverde et al. (2023) approach
is that the researcher must select the relevant moments h(p, S;) based on the economics
of the problem. Instead, Han et al. (2022) propose approximating the state distribution
by a set of optimal generalized moments. NNs represent these generalized moments,
which are automatically determined by the algorithm. Deep NNs are also used to
approximate the value and policy functions, and the objective is optimized over directly
simulated paths, as in the methods discussed in the previous subsection.

Interestingly, Han et al. (2022) pick an objective function based on cumulated
utility instead of first-order conditions, which makes DeepHAM useful for solving
models that involve complex first-order conditions, e.g., constrained efficiency problems
such as in Dévila et al. (2012). This also makes DeepHAM share a similar structure
with model-based reinforcement learning.

Approximating the master equation. The previous methods reduce the
operator H(-) to a vector of moments h(u, S;). One alternative is to deal directly
with the operator via the “master equation” in continuous time (Bilal, 2023). The
master equation summarizes both the agent optimization behavior from the Hamilton-
Jacobi-Bellman equation and the evolution of the distribution from the Kolmogorov
forward equation. Gu et al. (2023) approximate the infinite-dimensional master
equation by a finite but high-dimensional PDE and then use deep learning to solve the
high-dimensional equation. They consider two different approaches for reducing the
dimension of the master equation. The first approach approximates the distribution by
a large, finite number of agents. The second approach approximates the distribution
by discretizing the agent state space so the density becomes a collection of mass points
at grid points.

This methodology has been applied to search and matching models (Payne et al.,
2024) and asset pricing (Gopalakrishna et al., 2024).

Exploiting symmetry. Ebrahimi Kahou et al. (2021) propose a method for solv-
ing models with a large but finite number of heterogeneous agents using deep learning.
This is different from the problems described so far, which concern a continuum of
atomistic agents. Still, both cases are related as the traditional heterogeneous-agent
models can be seen as a limit of a large, finite number of agents. Ebrahimi Kahou
et al. (2021) tame the curse of dimensionality by exploiting the symmetry in the PLM

and using it to engineer an efficient representation of the state space.

5.3 Reinforcement learning

Reinforcement learning is a growing field in computer science and robotics (Sutton
and Barto, 2018). It deals with dynamic programming problems in which the state
dynamics are unknown, and, hence, agents need to learn them by observing how states
evolve under the chosen policies. Some of the recent breakthroughs mentioned in

the introduction are based on deep reinforcement learning, that is, the application of
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deep NNs to reinforcement learning problems (Jaderberg et al., 2016, and Silver et al.,
2016). This typically involves approximating the value and policy functions by NNs.

In macroeconomics, deep reinforcement learning methods have been employed to
model learning in complex nonlinear environments. In that respect, deep reinforcement
learning provides a generalization to the least-squares learning methods (e.g., Marcet
and Sargent, 1989, or Evans and Honkapohja, 2001). Charpentier et al. (2020) and
Atashbar and Shi (2022) review the application of deep and reinforcement learning in
finance and economics. Here, we highlight a few papers. Covarrubias (2023) evaluates
the effect of dynamic oligopolistic strategies on the transmission of monetary policy
by solving the strategic problem of firms using deep reinforcement learning. Atashbar
and Shi (2022) employ deep reinforcement learning to solve a real business cycle model.
Chen et al. (2023) solve a monetary model. Finally, Hinterlang and Téanzer (2021)

employ deep reinforcement learning to compute optimal monetary policy.

5.4 Estimation

NNs can also be used to estimate more efficiently DEM models. This is a com-
putationally intensive task that requires solving the model for a large number of
parameter values and then evaluating the likelihood using a sequential Monte Carlo
filter (Fernandez-Villaverde and Guerrén-Quintana, 2021).

Kase et al. (2024) propose a new method to speed up estimation in the context of
heterogeneous-agent New Keynesian (HANK) models with aggregate shocks. First,
they compute the equilibrium using deep learning as proposed by Maliar et al. (2021)
and discussed in Section 5.1.

Second, they treat the parameters as pseudo-state variables by exploiting the
scalability of NNs. Then, they train this extended NN with the parameters as inputs
over the entire parameter space. This step yields the mapping from the parameter
space to the model’s equilibrium law of motion instead of just one solution for a
single point in the parameter space. Even though treating the model’s parameters as
pseudo-state variables makes it more challenging to train the NN, the computational
gains are large compared to repeatedly evaluating the model’s solution mapping at as
many points as needed to get an appreciable evaluation of the likelihood function.?’

Third, they train an additional NN that provides a direct mapping from the model
parameters to the value of the likelihood function. For this strategy, they evaluate
the likelihood using the particle filter for different parameter combinations over the
parameter space and use these as data points to train this second NN. Because of the
good generalization properties of NNs, this training requires only thousands of data
points, thus reducing the computation time significantly compared to conventional

estimation, which typically requires millions of draws.

)

20A similar approach, dubbed “deep surrogates,” is employed in finance by Chen et al. (2021).
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A related idea appears in Friedl et al. (2023), who solve the model as a function of
its states and parameters in one go using deep NNs. Instead of simulating the moments,
however, the authors simulate the social cost of carbon, and then compute the Sobol

indices, univariate effects, and Shapley values for global uncertainty quantification.

6 Traditional methods vs. NNs

In Section 3, we saw there is a key tradeoff between the parsimony of basis functions
and the rich parameterization of 6, ,, in equation (2) in comparison with equation (3).
This point is actually more general and carries over to other ML methods. Recall
that ML includes different tools to fill the two large volumes of Murphy (2022, 2024),
from OLS to transformer models for LLMs. Thus, it is helpful to characterize five

distinguishing features of modern ML, including deep NNs, more in general.

Distinguishing feature 1: Overparameterization. Classic function approxima-
tions, such as equation (3), usually choose approximations with fewer parameters than
there are data to avoid overfitting. In comparison, ML algorithms, such as equation
(2), often have orders of magnitude more parameters than data. Even more strikingly,
kernel methods solve a problem in an infinite-dimensional feature space.

However, simply counting parameters might provide the wrong metric when gauging
an approximation or its relationship with the amount of data (Maddox et al., 2020,
and Curth et al., 2023). Computer scientists and statisticians usually refer to the
flexibility of the functional form as “capacity,” which generalizes the notion of counting
parameters to relate better to notions of complexity.

From the perspective of quantitative economics, since we are using overparameter-
ized approximations with a great deal of capacity, we can fit complicated functions of
the very high-dimensional state spaces of complex DEMs. In particular, we will have
solutions that fit the model structure at all grid points to numerical precision and
not trade off bias and variance. The double descent phenomenon (to be introduced

momentarily) suggests this would not lead to catastrophic overfitting.

Distinguishing feature 2: Regularization. Since ML problems are overparame-
terized, one must use various forms of regularization to guide algorithms in choosing
solutions with desirable properties. A well-known example is LASSO, where regu-
larization biases toward solutions with fewer parameters. Similarly, kernel methods
regularize the solution in a function space as part of a representer theorem. With deep
NN, regularization may occur in subtle ways, such as the design of the NN, from
the optimization algorithm itself, or the noise in the data (see Barrett and Dherin,
2020, and Smith et al., 2021).?" As we mentioned above, deep NN will usually not

21To give one example of regularization in this context: auto-encoders are a classic method to find
¢(+) by attempting to fit the data with both ¢(-) and an approximation for ¢~1(-). In that case, a
key source of regularization is to add noise to the data (Kingma and Welling, 2013).
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pick parameters like classical projection methods (e.g., using a collocation or similar),
but by minimizing an appropriately regularized loss function.??

Following our notation a few pages ago, regularization will ensure that we do not
identify spurious features in our underlying transformation of the state through the
(X)) and that we do not overfit to the output through the g(-).

In fact, there is an even more fundamental issue at play here. Highly overparameter-
ized models can induce an important source of regularization in what is called “double
descent.” This is the phenomenon where the performance of the ML approximation,

for instance, as measured in terms of the loss function (4):

1. First improves as we increase the total number of parameters, and the model

learns the data (“first descent”).

2. Then, deteriorates as we overfit with too many parameters, i.e., the model simply

“memorizes” the data.

3. But, next, after we cross the interpolation threshold by adding even more

parameters, the fit improves again (“second descent”).

Thus, highly overparameterized models seem to escape the bias-variance tradeoff.
While the double descent phenomenon has been documented at least since Vallet et al.
(1989), researchers are still struggling to grasp its origin and implications (Belkin
et al., 2019, and Belkin, 2024). In econometrics, Spiess et al. (2023) provide recent

examples of double descent in causal inference.

Distinguishing feature 3: Representations. A common element of ML is a
transformation of the underlying data into features that may be more amenable to
the task. This might involve artful “engineering” (e.g., manually transforming data
with first differences). But, as we described when talking about the geometrical
interpretation of deep NNs, this could involve learning a transformation from patterns
in the structure of the data (as occurs when fitting NN, auto-encoder-based algorithms,
and dimension-reduction techniques). In terms of our goals, ML approximations can
often transform the state space into an efficient representation that captures the key

payoff-relevant features of the DEM.

Distinguishing feature 4: Concentration of measure. Many ML methods
encourage different approximation errors in different regions, with an emphasis on the

“typical sets” of the state variables, which become increasingly representative (and of

22Also, the fact that there might be different combinations of parameter values that provide the
same answer to equation (4) is not a concern: all these solutions will deliver the same approximation
function. One must avoid overfacile analogies with econometrics, where point identification is often a
key desirable property. In comparison, for solving DEM, point identification of the ’s is irrelevant.
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smaller relative volume) of the space due to the concentration of measure phenomena
(Ledoux, 2001).%

In some DEMs, the high-dimensional states provide a blessing of dimensionality
rather than a curse: the typical sets shrink dramatically because of concentration
of measure (one can think about this concentration as a law of large numbers for
endogenous equilibrium objects).

The key change in perspective is that dimensionality, either in the state or parameter
space, is not inherently a problem. In some cases, dimensionality is even a blessing
rather than a curse—for example, having more samples of data helps estimation, and
either going to a continuum limit as in mean-field games or large numbers of discrete
agents helps simplify equilibrium models.

In general, dimensionality is something neither to fear nor necessarily to conquer,
and solutions are always problem-dependent. In that sense, as long as we are willing to
ignore the worst case and define success probabilistically, the curse of dimensionality

is not a fundamental barrier.

Distinguishing feature 5: High-dimensional optimization. The ML toolkit
leverages high-dimensional optimization algorithms that can solve problems with
many parameters and regularize non-convex objectives. Advances in software to find
gradients of arbitrary functions and hardware to implement them are key features of
ML frameworks such as Tensorflow, Pytorch, and JAX. These advances make the
optimization of loss functions associated with DEMs feasible. A crucial ingredient of
these methods is the ability to calculate high-dimensional gradients of the functions
implied by DEMs (Blondel and Roulet, 2024).

We conclude this section by noting that we have deliberately downplayed big data
in our discussion. While increasing data can be beneficial —especially when learning
representations —it is neither necessary nor sufficient for success.?* The impact of
large amounts of data is nuanced, and intuition based on low-dimensional identified
systems often fails. For example, additional data may improve generalization primarily
due to its noise, which enhances regularization (see Bishop, 1995 and Hastie et al.,
2022). Conversely, increasing data while keeping the number of parameters fixed can

sometimes undermine double descent, leading to poorer performance.

23Loosely speaking, the typical set is the region of the space of interest that matters the
most for the computation of objects of interest such as conditional expectations. The geom-
etry of typical sets is often counterintuitive, particularly in high dimensions. See Fernandez-
Villaverde and Guerrén-Quintana (2021) for an introduction to typical sets and their properties
and https://betanalpha.github.io/assets/case_studies/probabilistic_computation.html
for an introduction to Hamiltonian Monte Carlos designed to sample from typical sets efficiently.

24Ebrahimi Kahou et al. (2021) solve a model reasonably accurately with hundreds of thousands of
parameters and only three points in 128-dimensional space. This is possible because the representation
space Z enforces structure, regularization is strong, and the states are concentrated within the state
space when conditioned on an initial condition.
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7 Reasons for cautious optimism

Throughout the paper, we have emphasized that the success of deep NNs is due to
the change of geometry in the representation state. Our goal now is to understand

better how this happens by presenting three reasons for cautious optimism.

7.1 Reason 1: Low-dimensional representations

Several methods in economics have successfully handled some high-dimensional prob-
lems. First, perturbation works because (i) it focuses on a small region of the state

space (i.e., the region around the deterministic steady state), and (ii) imposes the

condition that the solutions be “stable” and will not overfit. Second, we have solutions
in dynamic IO —such as the self-confirming equilibria in Fudenberg and Levine (1993)
and the related experience-based equilibria in Fershtman and Pakes (2012)— that
emphasize smaller, empirically driven regions of the state space where less structure is
imposed on off-equilibrium beliefs. That is, the MDP is solved with minimal structure
on the states outside of the empirical draws from the EMP. Third, Weintraub et al.
(2008) address the curse of dimensionality by transforming the state space into a
low-dimensional variable that represents long-run dynamics.

The results in Ebrahimi Kahou et al. (2021) and Ebrahim Kahou et al. (2024)
suggest that deep learning replicates the reasons why the methods above work. For
example, based on the exploitation of symmetry in Ebrahimi Kahou et al. (2021), we
conjecture that deep learning methods can learn the low-dimensional representations
that the three methods above implicitly exploit. The authors also document that
the problems can be solved with fewer ad-hoc sources of sub-optimality for the “off-
equilibrium” beliefs and best responses. Ebrahim Kahou et al. (2024) discuss the tight
connection between regularization in deep learning and stability that arises from the
inductive bias built into many ML methods.

The tradeoff behind these ML methods is that some regions of the state space
(which, ideally, the EMP reaches with low probability for a given counterfactual
experiment) will be poorly approximated. In cases where nearly all of the state space
is relevant, either for the EMP itself or the off-equilibrium considerations of the MDP,
the curse of dimensionality is unavoidable.

More generally, economists are trained to be cautious with high dimensionality in
both the state space and the number of parameters, remaining justifiably skeptical of
claims that it can be easily overcome. However, since most ML methods transform the
state into an engineered or learned representation, the key dimensionality of interest
is that of the representation, not the original space. For instance, if the function to
approximate is a nonlinear mapping of the data’s mean (as in the PLMs of many

heterogeneous-agent models), the mean itself becomes the ideal representation.
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7.2 Reason 2: The manifold hypothesis

As briefly mentioned above, the “manifold hypothesis” conjectures that real-world
data are always concentrated on a low-dimensional manifold (Fefferman et al., 2016).
That is, the world is much simpler than it appears, though what qualifies as “simple”
may vary based on the goal. This manifold hypothesis arises from the interaction
between a concentration of measure, where reasonable stochastic processes in high
dimensions lead to concentration within a small volume of space, and representations
that compress the payoff-relevant information of a high-dimensional state space into a
much lower-dimensional one.

The manifold hypothesis may explain the remarkable success of deep learning in
solving complex problems in computer vision and natural language processing, such as
ChatGPT. From this view, the structure of real-world images or text is much simpler
than it seems. For instance, as Belkin (2024) notes, GPT-3.5 turbo is trained to
predict the next token among roughly 10* possible tokens, within a context window of
4,000. Even with ~ 102 data points, naively estimating an unstructured transition
matrix would resemble reconstructing a library from a molecule of ink. In contrast,
the inherent low-dimensional structure of data makes learning feasible.

Suppose the manifold hypothesis seems to be true with real-world data. In that
case, it should also be true with DEMs, which are constructed by researchers to
be relatively simple, even if the economist often does not know the most useful

representation of the model.

7.3 Reason 3: Transferability between models and invariants

ML can help us reuse calculations across versions of a DEM, such as when estimating
structural parameters or performing comparative statics. This transferability arises
from using deep representations to approximate the state space.

Good representations are often reusable across different tasks, as much of the
work in fitting an NN involves finding a strong representation of the state. Once
such a representation is established, only the final “layer” in the nested function
approximation needs adjusting to suit a new task. Components of the approximation
can then be used as an initial condition or kept fixed while the rest of the model is
resolved. This is convenient with deep NNs, which allow for “model surgery” —the
dissection of pre-trained layers to fix some nested approximations while leaving others
to adapt. This process is known as “transfer learning” (Zhuang et al., 2020).

Specifically, we can use a ¢(-) function from a prior problem and combine it
with a new function g(-) to form f(X) = g(¢(X)). When employing differentiable
programming, it becomes practical to compute how an entire EMP might change with
respect to a deep parameter. For an introduction to differentiable programming, see
Blondel and Roulet (2024), and for a DEM estimation example, see Childers et al.
(2022).
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8 A glimpse into the future

We are only beginning to see the full impact of the artificial intelligence revolution
sparked by Krizhevsky et al. (2012). Nevertheless, its effects are already pervasive in
daily life, from self-driving cars taking us to school in the morning to LLMs drafting
emails to the dean’s office. Quantitative economics is no exception.

For decades, economists have worked under significant constraints on the types
of models they could address, often focusing on models they could solve rather
than those they wanted to solve. Deep NNs, when applied judiciously to tame the
curse of dimensionality, can expand the scope of our work in ways that were hard
to imagine a few years ago. However, this is not due to “magic” but to better
geometric representations of the state space. Much effort is still needed to understand
representation theory, related concepts like the double descent phenomenon, and their
implications for economics. Finally, a key advantage of deep NN is their compatibility
with a new generation of hardware that drastically expands the class of models we
can compute (Fernandez-Villaverde and Valencia, 2018; Cheela et al., 2022).

These advances hold transformative implications for economics and economic policy.
For example, Fernandez-Villaverde et al. (2025) review how deep NNs could reshape
the models used to analyze the macroeconomic impacts of climate change, while
Carvalho et al. (2024) employ deep NNs to study the nonlinear propagation of sectoral
shocks. Also, the shift in quantitative economics toward microdata-driven models
often necessitates high-dimensional state spaces, underscoring the potential of deep
learning in such contexts. To echo Howard Carter’s famous response on November
26, 1922, when asked by Lord Carnarvon if he could see anything as he peered into
King Tutankhamun’s tomb, we can also answer about what we see in the future of

quantitative economics: “Yes, wonderful things!”
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